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Yet another option: Remove part of every edge (e.g., middle half) $\rightarrow$ partial edge drawings (not today).
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Edge Deletion to $p$-Page Planar: special case $d=0$. This is Vertex Deletion to p-Colorability in $H_{(G, \sigma)}$.
$p=1:$ MIS in circle graphs - quadratic time. [Valiante 2003]
$p=2:$ Odd Cycle Transversal in circle graphs - FPT
[Reed, Smith, Vetta, 2004]
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## Related Work (II)

Fixed-Order Page Number can be solved in $2^{O\left(v^{3}\right)} n$ time [Bhore, Ganian, Montecchiani, Nöllenburg, 2020] and in $2^{O\left(\mathrm{pw}^{2}\right)^{n}} n$ time, where pw is the pathwidth of the ordered graph, which is not bounded by vc.
[Liu, Chen, Huang, Wang, 2021]
Fixed-Order Book Drawing - testing if there is a $p$-page $d$-planar drawing of $(G, \sigma)$ - can be solved in $(d+2)^{O\left(\mathrm{vc}^{3}\right)} n$ or in $(d+2)^{O\left(\mathrm{pw}^{2}\right)} n$ time.
[Liu, Chen, Huang, 2020]
Bhore et al. [2020] also study the flexible vertex-order case: They solve Page Number in $2^{\mathrm{vc}^{\mathrm{O}(\mathrm{vc})}}+\mathrm{vc} \log \mathrm{vc} \cdot n$ time.
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For $q \in[p] \backslash Q_{X}$, set $\hat{E}^{q}=E^{q}$.
For $q \in Q_{X}$, construct $\hat{E}^{q}$ from $E^{\sigma(q)}$ :
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- add the edges of $E^{q}$ contained in $e_{X}^{q}$.
$E \cap E_{X}$ is a feasible sol. of Lem. 1 . $\Rightarrow\left|E \cap E_{X}\right| \leq\left|S_{X}\right|$.
$\Rightarrow|E| \leq|\hat{E}|=\left|\left(E \backslash E_{X}\right) \cup S_{X}\right|$.
Iterate this for each $X \subseteq H$.
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## Open Problems

- Is Edge Deletion to Page-p Planar even in FPT?
- Is Edge Deletion to 1-Page $d$-Planar $W[1]$-hard w.r.t. the natural parameter $k$ if $d$ is part of the input? Can we reduce from Independent Set?
Note that Deletion to Degree-d is W[1]-hard with respect to treewidth [Betzler, Bredereck, Niedermeier, Uhlmann 2012] and that outer $d$-planar graphs have treewidth $O(d)$ [Wood \& Telle, 2007]
- Can the fixed-order crossing number be computed in $2^{n} n^{O(1)}$ instead of $2^{m} n^{O(1)}$ time?
- What is the parameterized complexity of Edge Deletion to Outer $d$-Planarity (that is, for unordered graphs)?

