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Abstract We consider the problem of labeling point objects in interactive maps
where the user can pan and zoom continuously. We allow labels to slide along the
point they label. We assume that each point comes with a priority; the higher the
priority the more important it is to label the point. Given a dynamic scenario with
user interactions, our objective is to maintain an occlusion-free labeling such that,
on average over time, the sum of the priorities of the labeled points is maximized.
Even the static version of the problem is known to be NP-hard.

We present an efficient and effective heuristic that labels points with sliding labels
in real time. Our heuristic proceeds incrementally; it tries to insert one label at a
time, possibly pushing away labels that have already been placed. To quickly pre-
dict which labels have to be pushed away, we use a geometric data structure that
partitions screen space. With this data structure we were able to double the frame
rate when rendering maps with many labels.
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Fig. 1 Examples of common labeling models: fixed-position models (a) and slider models (b)

1 Introduction

In navigation systems and online map services, map objects (such as cities) are
typically annotated by labels (such as city names) in order to convey information
about the map objects. While it is desirable to place many labels, it is difficult to
do so since labels must not overlap each other. Many interactive map products are
not satisfactory in terms of label placement; they block large areas around labels in
order to avoid that labels overlap when the user interacts with the map.

Map labeling is a classical problem in cartography. Cartographers such as Al-
inhac (1962) or Imhof (1975) have given rules for good label placement. Partially
based on these rules, computer scientists have suggested many map-labeling algo-
rithms in the 1980’s and 1990’s, especially for point objects. For practical purposes,
the static point-labeling problem can be considered solved. Point labeling requires
a labeling model that defines possible label positions. There are two types of such
models. In fixed-position models, each label is restricted to a discrete set of posi-
tions relative to the point it labels; see Fig. In slider models (Van Kreveld et
al. |1999), each label can be placed at any position such that (a certain part) of its
boundary touches the corresponding point; see Fig. Each feasible placement
of a label is called a label candidate. Usually, every point comes with a weight (or
priority); the higher the weight the more important it is to label the point. Then, the
aim is to maximize the sum of the weights of the labeled points.

This leads to the following static weighted point-labeling problem STATPOINT-
LAB (for a fixed labeling model). Given a set P of points in the plane and, for
each point p in P, a weight w(p) and a set L(p) of label candidates, find a sub-
set P' of P and, for each point p in P', a label ¢(p) € L(p) such that no two
labels overlap and the sum Zpep/w(p) is maximized. The case of axis-aligned
rectangular labels has been studied from a theoretical point of view. For fixed-
position models, this problem is known as maximum independent set in weighted
rectangle intersection graphs, which is known to be NP-hard (Fowler et al. [1981).
There are, however, some approximation algorithms for the unweighted (Agarwal
et al.|1998} |Chalermsook and Chuzhoy|2009) and for the weighted case (Adamaszek
and Wiese 2013 Erlebach et al. [2005)). For slider models, too, the problem is known
to be NP-hard (Poon et al. 2003)), even for the most restricted slider model, the one-
slider model (1S), where the bottom edge of the label must touch the corresponding
point; see Fig. [[(b)] For the weighted case and rectangular labels of equal height,
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Erlebach et al. (2009) have given a polynomial-time approximation scheme (PTAS),
that is, a (1 + €)-approximation algorithm (for any € > 0).

Our Model In this paper, we are interested in a dynamic setting where the user
can interact with the map by panning and zooming continuously. We consider a
time interval [0,7] in which the user interacts with the map. Current screens are
redrawn repeatedly; the content of the screen between two updates is called a frame.
Accordingly, we discretize the time interval into a sequence f1,...,t, (with f; =0
and t, = T) of points in time, which correspond to frames. At any time #;, the user
can see a rectangular region R; of the plane, the view. When the user pans, R; is
translated; when the user zooms in or out, R; is scaled accordingly.

Now we can define the dynamic point-labeling problem DYNAPOINTLAB. For
each i = 1,...,n, let P/ be the subset of points in the view R; that are labeled at
time #;. We insist that all labels must lie completely within R;. As in the static case,
the quality of the current labeling is W; = ¥ ,cp w(p). Then we define the overall
quality of a dynamic label placement to be the quality, averaged over all frames:
YW /n. Note that DYNAPOINTLAB generalizes STATPOINTLAB, which corre-
sponds to the restriction to a single frame (n = 1) and a large enough view R;.

There are, however, two further requirements for interactive maps, which were
introduced by Been et al. (2000). They argued that in a consistent dynamic map
labeling, labels should neither jump nor flicker (pop). In order to guarantee con-
sistency, they disallowed labels to move at all and, when zooming, they insisted
that a label is visible in at most one scale interval, the label’s active range. Been
et al. (2010) adopted the same rules and gave approximation algorithms for various
special cases of the resulting (unweighted) optimization problem where the sum of
the lengths of the active ranges is to be maximized. This is a continuous version of
the objective function that we adopted above.

In this paper, we take a somewhat more pragmatic standpoint. We do allow labels
to move. Still, our labels do not jump since we assume the one-slider model and our
frame rates are high enough to ensure a smooth-looking movement when labels
“slide”. We do not, however, guarantee that labels don’t flicker. We mitigate the
problem for the map user by introducing a simple waiting function that suppresses
labels for about 30 frames (that is, between 0.5 and 4 seconds) after they disappear.

As in most previous work, we assume that labels are axis-parallel rectangles. We
decided to adopt the one-slider model due to a result of Van Kreveld et al. (1999)
who compared various fixed-position and slider models using the same simple
greedy algorithm for static point labeling. They found that a slider model yields
about 15% more labels than the corresponding fixed-position model (on real-world
data).

With our algorithm we mainly target applications in which very large sets of
points are to be labeled and thus time is critical, for example, the train radar for re-
gional (RB/RE) trains of Deutsche BahrE] (German Railways) or browsers for large
images of crowds that can be taggecﬂ If efficiency is less important, however, we

1 http://bahn.de/zugradar, accessed Feb. 6, 2014
2 http://www.u2.com/gigapixelfancam/, accessed Feb. 7, 2014



4 Nadine Schwartges et al.

Fig. 2 A rectangulation of a
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suggest extending our algorithm to improve the quality of the labeling. For example,
like Harrie et al. (2005) and Zhang and Harrie (2006), we could rule out positions
where labels obscure other map objects or, following a rule of Imhof (1975)), we
could define preferences for certain label positions.

Similar to the algorithm of Zhang and Harrie (2006)), our heuristic proceeds in-
crementally. It repeatedly goes through all points in the view and tries to label each
unlabeled point, one at a time. Other than the algorithm of Zhang and Harrie, how-
ever, our algorithm may push away labels that have already been placed in order
to make space for a new label. We use a geometric data structure that allows us to
efficiently predict collisions when pushing labels. We may intuitively think of the
labels as vessels drifting in water. At any time and for any label we need to know
the neighbors of that label since these neighbors are the labels that are the possible
counterparts for a collision. Exactly that problem, maintaining the adjacency rela-
tionships of moving vessels for collision avoidance, can be solved with a kinetic
Voronoi diagram (Goralski et all 2007). In our application, however, every vessel
(that is, label) can slide only horizontally and thus can collide only with vessels to
its left or right. Therefore, a Voronoi diagram does not reflect the adjacency relation-
ship that is relevant in our application. Instead, we show how to use a rectangulation
(see Fig.|2)) to access the relationships that matter and how to maintain the rectan-
gulation when adding labels. A rectangulation is the special case of a trapezoidal
map (De Berg et al. 2008) where all trapezoids are rectangles. A rectangulation of
the labels can be obtained by shooting horizontal rays from the top and bottom edges
of the labels.

More Related Work Labeling interactive maps or 3d scenes is a relatively new
research topic. When a user interacts with a map, the labeling has to be updated
frequently. A naive approach is to perform each update by running a map labeling
algorithm for static maps, not regarding the labeling that was visible before the up-
date. Due to the recomputation of the labeling in each frame, however, labels flicker.
Maass and Doéllner (2006) presented such a “memoryless” algorithm. Their label-
ing model doesn’t insist that a label touches its point. To help the user understand
the label-object association, they connect labels and objects with line segments,
so-called leaders. Their approach runs in real-time. Mote (2007) introduced an al-
gorithm for labeling points in interactive maps using the 4P labeling model. The
algorithm requires labels of uniform size. With a little workaround and loss of qual-
ity, the algorithm can also deal with labels of arbitrary size. The author shows that
his algorithm labels 5,000 points in 50 milliseconds and 75,000 points in less than
a second. For this reason, he recomputes the labeling in each frame. More recently,
Luboschik et al. (2008) gave a heuristic for the problem of maximizing the number
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of placed labels using the 4S labeling model as well as distant labels with leaders.
According to their experiments, their approach is fully real-time capable although
it computes the labeling in each frame. Due to the (additional) use of leaders, they
often manage to label all points within the view. They do not, however, ensure that
the leaders are crossing-free. This makes it hard to quickly decipher the labeling.

Gemsa et al. (2011b) considered the problem of maximizing the total length of
the active ranges when labels are allowed to slide horizontally and the points are
restricted to lie on the x-axis. The authors have presented an efficient PTAS for this
problem. In order to support consistent labeling when users interactively rotate a
map, Gemsa et al. (2011a) recently extended the idea of active ranges of scales to
active ranges of rotation angles. Similarly, Gemsa et al. (2013) introduced active
ranges of time, assuming that the user follows a pre-computed trajectory and that
the viewport is centered on the user and oriented in the direction of movement.

The existing approaches based on active ranges allow one degree of freedom, that
is, scale, rotation angle, or time. It may be possible to deal with two-dimensional
active ranges, but, since current map viewers allow for zooming, rotating, panning,
and tilting, we doubt that interactive labeling can be solved with the help of pre-
computed active ranges alone. On the other hand, current algorithms that do not use
preprocessing accept labels that flicker. Our approach with sliding labels, a waiting
function, and a geometric data structure in the background can be seen as a compro-
mise between these two worlds.

Our Contribution We use the dynamic rectangulation data structure mentioned
above to design an interactive algorithm for DYNAPOINTLAB (see Sect. [2) and
suggest ways to speed up this algorithm (see Sect. [3). Finally, we present some
experiments with real-world data (see Sect.[d) and conclude the paper (see Sect. [5).
A video that shows a result of our method can be found online ]

2 Incremental Algorithm

In interactive maps, new labels can appear whenever the user interacts with the
map. To avoid that labels flicker, we build and maintain our labeling and the cor-
responding rectangulation incrementally and use a waiting function (see Sect. [3.1).
One incremental step roughly works as follows (also see Alg.[I)). First, we locate
the new point in the rectangulation. Next, we try to place its label such that it does
not overlap other labels. This may imply that some labels may have to be pushed
away or to be deleted. If the cost for these operations is too high, we do not exe-
cute them and instead reject the new label. Otherwise we update the rectangulation
accordingly. In the following, we go through each of these steps in more detail.

3 http://lamut.informatik.uni-wuerzburg.de/dynapointlab.html
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Alg. 1 IncrementalAlgorithm

foreach point p to be labeled do

determine the rectangle that contains p in order to quickly find elements that are
involved when placing the label ¢(p) of p

slide ¢(p) from its leftmost to its rightmost position
slide ¢(p) from its rightmost to its leftmost position

combine the two sliding directions in order to determine a good position £*(p) for £(p)

if labeling p increases the total weight of the labeling then

L place £(p) at £*(p)

fix the rectangulation

Fig. 3 Illustration of the
point-location algorithm. The it -

point p is the reference point L. gl  —BK

H»E»
of the label to place | | | @ 1 ® P ) ~

2.1 Algorithm for Point Location

In computational geometry, point location in subdivisions is a well-known and well-
solved problem. For trapezoidal maps, point-location data structures with logarith-
mic query time exist (De Berg et al. 2008)). Since we did not want to invest too
much time into implementing such a data structure without knowing whether point
location was the bottleneck in our algorithm, we settled for a much simpler (though
slower) approach.

Our search algorithm is a type of target-oriented breadth-first search; see Fig. [3]
Let p be the reference point to be labeled and let y(p) be the y-coordinate of p.
We start the search at the top left corner of the map. The left boundary of the map
corresponds to a list of empty rectangles that is ordered by y-coordinate. We go
through this list until we find the rectangle r whose y-interval contains y(p). Then
we test whether r contains p. If yes, we are done. Otherwise, we go right. As each
rectangle knows its (unique) right neighbor label ¢/, we can easily test whether ¢
contains p. If not, we continue the search from ¢ in the same manner as searching
from the left boundary of the map until we find the element that contains p. Under
the assumption that our rectangulation is roughly grid-like, the query time is O(v/n),
where n is the current number of labels in the view.
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2.2 Algorithm for Sliding Labels

With the help of the point-location algorithm, we know the element of the rectangu-
lation that contains the point p to label. We next determine the final label position
£*(p) of the label £(p). In order to save running time, we only label the current view.
We require that labels rather vanish than overlap the view boundary. Normally, we
have to make space for placing ¢*(p) by sliding and removing labels. Thus, we
search for a position such that the sum over the priorities of all removed labels is as
small as possible; the priority of a label £(p) is the same as the priority of its point p.
We first compute labelings at which labels can only slide to the left or to the right.
We use the rectangulation to quickly query potential collision counterparts. While
sliding, chains of labels form. Usually, there will be a label that finally prevents that
we move the entire label chain further. Out of this chain, we remove a label that
touches the view boundary or has reached its uttermost position and that has the
lowest priority among those. At last, we compute a labeling at which labels slide
in both directions by combining the two sliding directions. In the following, we de-
scribe this algorithm in more detail. For a better understanding, see Fig. ] Only the
final decision is visible to the user.

First, we set the label £(p) to its leftmost position. We ignore all labels whose
reference points lie to the left of p (we will correct this error by combining the
two sliding directions). Next, we determine clusters of labels. To this end, we use a
directed contact graph whose vertices are the labels that are currently visible. There
is an edge between the vertex £(p) and each vertex whose label overlaps ¢(p) as
well as between two vertices if the boundaries of their labels touch sideways. We
direct an edge (£(u),¢(v)) such that x(u) < x(w). To complete, a cluster ¢(s) is the
set of vertices that can be reached by a (source) vertex £(s); see Fig.

Assume that ¢(p) is overlapped. By removing ¢(p) from the contact graph, we
obtain vertices without ingoing edges. Let £(s) be such a vertex so that £(s) addi-
tionally overlaps £(p). We now slide the cluster ¢(s) until it does not overlap £(p)
anymore, it touches another label, it touches the view boundary, or one of its labels
reaches its rightmost position. We repeat rebuilding the conflict graph and sliding
clusters until #(p) is occlusion-free or there is no cluster that we can slide further.
If ¢(p) is still overlapped, we determine a label £(g) with a lowest priority that lies
between £(p) (excluding) and a blocking label (including), that is, a label that we
cannot slide further as it has reached its rightmost position or as it touches the view
boundary. If the priority w(p) of p is too small, that is, if w(p) < Y ycpw(d) +w(q),
where D is the set of removed labels, we reject £(p); otherwise we remove £(q).
Then, labels that were clustered with ¢(g) and whose reference points lie to the right
of g slide back until they touch another label or reach the position they had before
they were slided. We repeat building and sliding clusters and removing blocking
labels until ¢(p) is occlusion-free.

As soon as /(p) is occlusion-free, we repeat the entire process with the objective
that £(p) reaches its right-most position, that is, we slide ¢(p) within its cluster ¢(p).
To this end, we modify the process as follows: we use ¢(p) instead of ¢(s); we use a
cost function and stop sliding to the right instead of rejecting ¢(p) due to priorities.
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Fig. 4 Illustration of several steps of the algorithm for sliding labels. The point to be labeled is p.
We annotated every label with its priority. The rectangulation is not shown

[Hint: The content of this page differs from the original publication as we have corrected an error

in the example above. ]
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i : Z(S)\o\
{(p)

a alabeling and its corresponding contact graph b a cluster ¢(s) with source £(s)

Fig. 5 A contact graph and one possible cluster

Whenever we remove a label ¢(g), we store the priority of ¢ and the current position
of p at {(p), this is, the amplitude, in a cost function. If w(p) < Y ;cpw(d) +w(q),
we stop sliding ¢(p) to the right and set the cost function from this amplitude to the
rightmost position to —oo.

With the costs and amplitudes that we have stored, we finally obtain a step func-
tion for sliding #(p) to the right. We repeat the entire process for sliding ¢(p) from
its rightmost to its leftmost position. We sum up the cost functions. These aggre-
gated costs represent the costs for sliding some labels to the right and some to the
left. Next, we extract the minimum of the aggregated function. Remark that the
minimum (normally) is bounded by two amplitudes. Indeed, each label position for
£*(p) between these two amplitudes yields low costs. There are several criteria to
decide for one position. In our implementation, we choose a low-cost amplitude
that causes the fewest labels to slide. Now, we make our final decision visible for
the user. To this end, with the help of the cost function, we once more slide some
labels to the right and some to the left—this time simultaneously—in order to make
space to place £*(p).

Note that our algorithm is a heuristic. In Fig. we could re-insert the label on
the left. So, we sometimes overestimate costs. This can finally result in the choice
of a non-optimal amplitude, this is, we place fewer labels than possible. If we (try
to) label unlabeled points in each frame, this error is quickly fixed.

2.3 Algorithm for Fixing the Data Structure

We now discuss how to update the rectangulation after sliding, removing, or placing
a label.

Sliding a label £(q) is the easiest operation since it does not change the topology
of the rectangulation. We only have to update the widths of the empty rectangles to
the left and right of ¢(g), their amplitudes, as well as the amplitude of ¢(g).

Removing a label £(qg), however, is slightly more complicated; see Fig. @ By
means of the rectangulation, we directly know all the left and right neighbor rect-
angles of ¢(g). To find the neighbor rectangles above and below ¢(g), we perform
a search, originating from £(g), that is similar to the point-location algorithm; see
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a search rectangles above b rectangles to update are c lengthen lines; rectangles
and below ¢(q) shaded to merge shaded

Fig. 6 Illustration of several steps of the algorithm for updating the rectangulation. The label to
remove is ¢(q)
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Fig. Now, the set of neighbors of ¢(g) is complete; see Fig. We remove
¢(g) and extend the horizontal edges of its neighbor rectangles to close the gap left
by ¢(q); see Fig. As the number of empty rectangles influences the running
time deeply, we finally merge rectangles that are vertically adjacent to each other
and have the same left and right neighbor.

We add a new label ¢*(p) to the rectangulation after we have eliminated and
slided existing labels to make space for £*(p). Therefore, we must not care about
label-label overlaps. Still, we need to update the rectangulation. For this purpose, we
first detect all empty rectangles that £*(p) overlaps. Again, we use a search similar
to the point-location algorithm; see Fig.[7} Starting from the rectangle r that contains
p we go to the left neighbor of r. Now, we repeatedly move from the topmost left
neighbor rectangle to the next label until we reach a label whose top edge lies at a
higher y-coordinate than the top edge of ¢*(p). From every label we passed while
going left, we start to go right. We stop if we find a rectangle that lies completely
above or below £*(p), that overlaps ¢*(p), or that we have visited before. During
this search we collect all rectangles that overlap £*(p). Next, we split each of these
rectangles into at most three new rectangles, that is, the part above ¢*(p), the part
below £*(p), and the remaining middle part. This middle part again needs to be split
into at most three parts, that is, the part left of £*(p), the part right of £*(p), and the
part covered by £*(p). After splitting £*(p) into its parts (see Fig. [8| for the result)
we need to merge rectangles that are vertically adjacent to each other and have the
same left and right neighbor.
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a situation before placing £*(p) b shaded rectangles were built; dark shaded rect-
angles must be merged

Fig. 8 How to update the rectangulation if we place the label £*(p)

3 Running Time Improvements

The incremental algorithm is quite fast. Triggering it in each frame for testing if
we can place a new label or updating label sizes due to zooming operations is time
consuming, though. Therefore, we present two concepts to speed up the algorithm.
First, we introduce a waiting function; this is, we wait several frames until we try
to label a certain reference point again. Furthermore, we discuss how to predict the
point in time at which we have to trigger an update of the rectangulation.

3.1 Waiting Function

Certainly, in a view, there can be many reference points without labels. It is rather
unlikely that we can place a label that we could not place in the preceding frame.
Additionally, it does not disturb the user if we place a label with a small delay. Due
to these considerations, we introduced a waiting function.

We always try to label all reference points that just appeared. Let p be a reference
point that we unsuccessfully tested for placing its label. For this, we add p to the
list W of waiting reference points. Now, we wait at least for f frames until we test
p again. (We only count frames with interactions, though.) For load balancing, we
just test a certain number M of labels. Currently, M is the minimum of |W|/f and
all labels whose last test lies at least f frames in the past. Thereby |W/| is the number
of labels in W and |W|/ f is an empirical value.

Recall that the algorithm for sliding labels does not re-insert labels; see Fig. (o)l
Applying the waiting function, it lasts some frames until a label appears again.
Sometimes, it also can happen that an unimportant label instead of an important
one is placed awhile. Indeed, the waiting function can cause quickly changing la-
bels. Consider a labeling to which we can place ¢(p) in frame f. In f+ 1 a more
important label makes ¢(p) disappear. We can continue this. Thus, each of these
labels is only visible for a single frame. There are several possibilities to solve this
problem. We could state that we must not remove a just-placed label £(p) for sev-
eral frames. We also could increase the priority of £(p) and decrease it little by little.
This approach has the advantage that we place labels with a much higher priority
than ¢(p) earlier than labels that are only slightly more important.
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Fig. 9 From left to right:
If the user zooms out, the R,
hatched rectangle collapses
horizontally

3.2 Predicting Changes of the Rectangulation

When a user pans or zooms the map, we need to update the rectangulation.

For panning operations, it is easy to predict the event points at which changes
will be necessary. The labels in the map will not intersect unless a new label appears
at the view boundary or a label is blocked by the view boundary and thus needs to
slide. This allows us to compute the distance that the user can pan to the right, left,
bottom, and top without any event. If a reference point enters the view, we can apply
the incremental algorithm of Sect. |2|in just the same way as for any other point. In
the case that a label touches the view boundary, we can treat the boundary as a big
label that must not be moved. Thus, the touching label slides (or finally vanishes)
rather than crosses the boundary. Again, we can apply the algorithm of Sect.[2] After
each update of the rectangulation, we compute new event points.

While the user zooms the map, we require that each label keeps its size on the
screen. More precisely, labels have to shrink with respect to real-world coordinates
while the user zooms in and labels have to grow while the user zooms out. Certainly,
while zooming the map, empty rectangles can collapse and the y-order of the top
edge of a label and the bottom edge of another label (nearby) can change, see Fig.[9}
This makes the prediction of event points and a local update while zooming rather
difficult. Therefore, in our current implementation, we recompute the rectangulation
in each frame if the user zooms the map. An interesting question for future research
is whether we can speed up our method by predicting changes of the rectangulation
that are caused by a zooming operation.

4 Experiments

We have implemented the incremental algorithm from Sect. 2] using a rectangula-
tion and a waiting function (Sect. [3.1). To estimate the value of our algorithm, we
compared it to a naive approach. The naive approach differs from the rectangulation-
based approach in how it detects overlapping labels and potential collision counter-
parts. Instead of using a geometric data structure, the naive approach repeatedly
checks all pairs of visible labels. The naive approach yields the same labeling as the
rectangulation-based approach.
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Fig. 10 Point set of world map that we used in our experiments

Both approaches have in common that we can (i) apply the waiting function and
(ii) replace the slider model by a fixed-position model where the center of the label’s
bottom edge touches the reference point.

For our implementations, we used C++ with OpenSceneGraph 3.@ We executed
our experiments on a Windows 7 system with a 3.3-GHz AMD triple-core processor
and 8 GB of RAM, applying the Microsoft Visual Studio 2010 Ultimate compiler
in 32-bit release mode. The complete code has about 12,300 lines. For our tests,
we used a world map from Natural Eartlﬂ providing 7,322 cities with priorities; see
Fig.[I0] We used priorities 1 (unimportant) to 4 (most important). We implemented
several different single-interaction camera paths, this is, paths for only panning and
for only zooming. Each of these paths takes 24 seconds. Additionally, we defined
multi-interaction paths that pan and zoom in and zoom out. Each of these paths
executes its interactions for 42 seconds. For all single and multi-interaction paths,
on average, either 35, 105, or 205 labels are visible. For each of these numbers,
we implemented three different paths. We taped one of the multi-interaction paths
and made the resulting video available online, from the url referenced at the end of
Sect.[I} Figure [TT]shows two snapshots of a panning interaction.

To the resulting 27 different paths, we applied the naive approach as well as
the rectangulation-based approach with and without sliding and with and without a
waiting function of f = 30 and f = 60 frames.

For determining the width of a rectangle, we counted the number of the letters in
the city name and scaled it with an empirical value that depends on the desired width
of a letter and the priority of the label. As the drawing routine of OpenSceneGraph
for Windows is rather time consuming, we “only” drew reference points and labels
in the view.

4 http://www.openscenegraph.org/, accessed Nov. 24, 2013
5 http://www.naturalearthdata.com/, accessed Nov. 28, 2013
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Fig. 11 A labeling before@and afterpanning the map. New labels appeared at the left bound-
ary of the view; at the right boundary, a label vanished. On the lower right, Lvov pushed Rzeszow,
Rzeszow pushed Katowice, and so on

Table 1 Quality: average value of the ob-
jective function (sum of the priorities over ~ Table 2 Speed: average frame rates (in FPS) of

the labeled points on the screen) camera paths
rectangulation naive rectangulation
f=0 f£=30 f=0 f=30 f=0 f=30
o|P'| 1P IS 1P 1S g|P| 1P 1S 1P 1S 1P 1S 1P 1S
35 71 102 69 97 35 49 33 51 37 50 33 52 38
pan 105 201 302 196 277 pan 105 13 8 14 10 18 11 19 14
205 417 605 404 568 205 8§ 4 8 6 9 6 10 7
35 54 81 53 79 35 60 37 60 41 60 38 61 42
zoom 105 178 259 162 225 zoom 105 19 12 21 15 19 12 21 16
205 375 547 318 452 205 9 5 11 8 9 6 11 8
35 71 107 68 99 35 46 28 48 34 45 28 48 34
both 105 197 294 183 258 both 105 17 10 18 13 17 11 19 14
205 394 582 344 479 205 7 4 8 6 9 6 10 8

f denotes the waiting interval (in frames); &|P’| is the average number of labeled points on the
screen; 1P and 1S are our labeling models; rectangulation and naive are our algorithms

For each frame, we recorded the sum of weights over all labeled points. We
summed up the weights over the three paths with the same interaction type and the
same average number of labels in the view. Finally, we averaged the weights over
the total number of frames in order to compute the averaged quality; see Table [I]
Additionally, we averaged the total number of frames over the processing time in
order to compute the frame rate in frames per second (FPS); see Table[2]

We observed that in many cases, the frame rate is rather low when we start a
camera path as well as while zooming. Recall that, in these cases, we compute the
rectangulation from scratch. We also observed that our algorithms yield different re-
sults with regard to the averaged weight and FPS for each pass of the same camera
path. This is because the current load factor influences our measurements. As a re-
sult, also the average quality of our algorithm and the naive approach differ slightly.
Since the difference is not noteworthy, Table|[T|shows only the quality results for the
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original algorithm. Moreover, the results for zooming in only slightly differ from
the results for zooming out (the inverted path). Thus, we averaged the results for
zooming out.

We conclude that, using the slider model, our algorithm yielded an improvement
of 30-50% in the labeling quality with respect to the algorithm using the fixed-
position model; see Table [} Second, we point out that the rectangulation-based
approach increased the frame rate by up to 40% if the screen contained a large num-
ber of labels; see Table 2] If we additionally applied a waiting function of 30 frames,
the frame rate for small point sets increased by about 15%. For large point sets, it
sometimes doubled. The maximum loss in quality was 18%. When we applied a
waiting function of 60 frames, to our surprise, the frame rates increased by at most
2 FPS whereas the quality dropped by up to 30%. Therefore, we do not show the
details concerning the longer waiting function in Tables [TJand 2]

5 Conclusion and Future Work

In this work, we have described an algorithm that labels points in interactive maps
using a slider model. To speed up our algorithm, we used a rectangulation data
structure and a waiting function. We conclude that sliding labels improve the label-
ing quality (in terms of our objective function) by up to 50%. Compared to a naive
approach, our heuristic significantly improved the frame rate, that is, in some cases,
it doubled.

In the future, we plan to implement the prediction of changes in the rectangu-
lation. Further, we want to analyse the cost of our current simplistic point-location
strategy. Will it be worthwhile replacing it with a dedicated dynamic point-location
data structure? It would also be interesting to deal with rotations and 3D environ-
ments where the view can be tilted or to study how users cope with the additional
cognitive load of sliding labels. Ooms et al. (2009) showed that when panning hori-
zontally, users did not react significantly to certain differences in the labeling.
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