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## Complexity

- Wang. Novel routing schemes for IC layout part I: Two-layer channel routing. DAC 1991

Given: initial and
final permutations

- Bereg et al. Drawing Permutations with Few Corners. GD 2013

$$
\text { Objective: } \begin{aligned}
& \text { minimize } \\
& \text { the number of bends }
\end{aligned}
$$

## Overview

- Complexity NP-hardness by reduction from
3-Partition
- Improved the algorithm of [Olszewski et al., GD'18] Using the Dynamic Program

$$
O\left(\frac{\varphi^{2}|L|}{5|L| / n} n\right) \longrightarrow O\left(\left(\frac{2|L|}{n^{2}}+1\right)^{\frac{n^{2}}{2}} \varphi^{n} n\right)
$$

- Experiments
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Problem 3


A list $\left(\ell_{i j}\right)$ is non-separable if, for any
$i<k<j, \ell_{i k}=\ell_{k j}=0$ implies $\ell_{i j}=0$. necessary
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