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Abstract: The IUI (Intra uterine insemination) is an assisted reproductive technique, 
enabling infertile couples to achieve successful in pregnancy. We propose the 
variation of information theoretic network approach to mine knowledge to suggest 
possible modifications to IUI treatment plan in order to improve overall success 
rates. The information theoretic network algorithm employs the statistic significant 
to construct the network. We propose a new algorithm by adding up the medical 
significant criteria to construct the information theoretic network. We found that this 
new algorithm give us the reasonable result. And this shows that the medical 
knowledge cannot be ignored in data mining in medical domain.   

1   Problem 

Fertility treatment is still obscured. Success rate is still less. As we know that Data mining 
is the method in the discovery process which can help us to uncover the knowledge [1-4]. 
Data Mining is widely used in many applications. So we think that we should be able to 
use the data mining technique to reveal the knowledge in the fertility treatment to help 
infertile couple get success in pregnancy.  

As seen in [5] there is an effort to uncover the knowledge about the fertility treatment. 
Dr. Susan Adams, a world leader in the field of uterine receptivity and Professor Chris 
Murphy, Bosch Professor of Histology and Embryology, who heads the Cell and 
Reproductive Biology Laboratory, the University of Sydney’s Institute for Biomedical 
Research, have been working on IVF (In Vitro Fertilization) technique to combat 
infertility for some time. The key to success is based on customized hormone treatment 
and the receptivity of the uterus of each patient. Dr Adams and Professor Murphy were 
approached by a number of couples who were totally desperate, had tried IVF 
unsuccessfully and had been told to forget it. They have had a more than 50 percent 
success rate with these patients.  

While personalized medicine is the key of success of the treatment, it is also dependent 
on Dr. Adams’s expertise with the scanning electron microscopes of the Australian Key 



Centre for Microscopy and Microanalysis, based at Sydney University. Pregnancy is the 
successful union of healthy eggs and sperm and also the receptivity of the uterine wall. 
Dr. Adams analysed uterine samples of the patients individually in minute detail. She said 
that hormonal priming of the uterus is critical and the standard IVF treatment gives the 
standard dose, but it does not produce an optimal result in every woman. They took a 
biopsy and looked at it and decided whether it was sufficiently stimulated with oestrogen 
or progesterone, and checked that it was in phase with the cycle. Then they suggested a 
treatment and tested again to see whether it had been effective, before suggesting that 
embryo transfer should proceed. Professor Murphy said that this is the personalized 
medicine in the most direct sense.  

2   IUI Data  

We got the data collected in the IUI treatment.  We tried to use the data mining method to 
find the knowledge to improve the success rate in IUI treatment. IUI (Intra Uterine 
Insemination) is an assisted reproductive technique [6, 7]. This data is AIH data. AIH 
(Artificial Insemination with the husband’s semen) is used in the management of 
infertility due to impotence or anatomical abnormality in the male, especially hypospadias 
which prevents the normal ejaculation of sperm into the upper vagina [7]. The semen 
which obtained by masturbation is injected onto the surface of the cervix at the ovulation 
time. Injecting the semen directly into the uterus through the cervix has been advocated in 
cases postcoital tests have shown failure of sperm penetration. The success rate of AIH is 
not greater than that normal intercourse when this can take place. The IUI treatment is 
using both AIH and hormonal treatment.  

This data set consists of 104 attributes, 1597 records. The attributes are about the 
history of pregnancy of the couple, the present situation of the couple, the normal 
situation of the couple, the results from laboratory examinations, and the treatment details, 
for example, the type of hormone used in the treatment, the dose of the hormone used, and 
the pregnancy result from the treatment. 

3   IFN Algorithm 

First we tried to find the data mining algorithm to reveal the relationships among the data 
attributes which related to success in pregnancy. We see that the association rules 
algorithms give us the very huge number of rules as seen in [8, 9]. If we use the 
association rules algorithms, we have to face the difficulty in finding the useful 
relationships which is the main problem of using the association rules algorithms as seen 
in [10-12]. Then we looked at the classification algorithms which give us the less number 
of the rules. We see that classification algorithms still have many flaws from avoiding 



over-fit model as seen in [13-18]. We decided to use IFN (Information Theoretic 
Network) algorithm which is the part of Info-fuzzy Network methodology as proposed in 
[19-22]. The advantages of this algorithm are automatically reducing the dimension of the 
data, the less number of the rules given, and the ability to tell us the appropriate rules. The 
details of this original algorithm is in [21]  

4   Data Mining Process 

We followed the data mining process as proposed in [23] which consists of  
1. Understanding the problem domain 
2. Obtaining and understanding the data 
3. Preparation of the data 
4. Construction of the knowledge model from the data 
5. Evaluation of the model 
6. Using the model (Interpretation and Post processing) 

 
We are interested in finding the factors in the intrauterine insemination (IUI) treatment 

which effect on getting success in pregnancy. Then we studied about the intrauterine 
insemination treatment and the success in pregnancy. We have got the IUI data. Then we 
prepared the data, cleaned the data and checked the reliable of the data. If we find that the 
data is absolutely wrong, then we treat it as missing value. As everyone knows that the 
data quality consists of data reliability, accuracy, relevance, completeness, consistency, 
precision, etc, so we have to clean the data and check the reliable of the data as much as 
we can before processing. For the missing values, we delete the attributes which have 
large number of missing values out of our consideration because they don’t have 
information for us to process, for example, one attribute has only two records which have 
the data, the rest of all of other records are missing values, so we discard this attribute out 
of our consideration.  

We don’t estimate the value for any missing value because our data are very sensitive 
and the missing values can be anything beyond any method to be able to make guessing to 
interpolate them. So if there are missing values, we still process them as missing values. 
We don’t use any interpolation method to guess their values. Then we transform the data 
to make them be able to process.  

We discrete continuous data by using equal width and equal frequency techniques.  
Then we construct the knowledge model from the data by using the information 

theoretic network method. This method mainly employs the idea of the information 
sharing. The root node which is the first node of the network is the starting point and this 
is the first layer of the network. For the second layer or the first hidden layer of the 
network is the first attribute selected by its lowest conditional entropy with the target. And 
the number of nodes in this layer is the number of the distinct discrete values of the 
attribute in this layer.  



Then we decide which node in this layer should be split by using the likelihood ratio. 
The node will be split if its likelihood ratio is higher than the significant level we set. In 
this experiment, we set the likelihood ratio is zero. If we find that there is (are) node(s) to 
be split, then we select the next attribute to be the next hidden layer of the network. And 
we build up the network by connecting all of the distinct discrete values of the selected 
attribute in Cartesian product with all of the split nodes. The next attribute is selected by 
the highest increasing the conditional mutual information with the target attribute. And we 
keep constructing the network on the same way until no node should be split or no 
attribute should be selected to be the next layer.  

After finishing the network construction, we get the network model. Each connection 
of unsplit node to the target values represents the relation between unsplit node (the 
attributes’ value in a branch) and the target value in the form of the rule IF, THEN. Then 
we have to interpret the result from the model constructed. These relations are not so 
classification rules. They are not so association rules. They tell us the information content 
by using the weight of the rule. The weight of the rule can be interpreted into three types 
of the relations which are 1. IF node, THEN target value, 2. IF node, THEN not target 
value, and 3. The node is independent of the target value. If the weight of the rule is 
positive, then the relation is IF node THEN the target value. If the weight of the rule is 
zero, then the relation is the node is independent of the target value. If the weight of the 
rule is negative, then the relation is IF node THEN not the target value. 

In the part of the evaluation of the model, the model from the information theoretic 
network is in the form of the network. It can be evaluated by looking at the dimensionality 
reduction which is measured by the proportion of the total selected attributes with the total 
number of the candidate input attributes or with the total number of the unselected 
candidate attributes.  And we can also evaluate the model by looking at the network size, 
the amount of the reduced uncertainty of the target attribute. We don’t evaluate the model 
because this algorithm is already proved that its advantages are reducing the dimensions 
in the data set automatically and the deeper layer construction, the more reduction of the 
uncertainty of the target attribute. Our main work is using the model (interpretation and 
post-processing). We worked with the IUI data set because we want to get the knowledge 
about the factors in the IUI treatment which effect on the success in getting pregnancy of 
the couple.    

5    Results from the Original Algorithm 

The network model constructed by the original algorithm is shown in Figure 1  



 
Figure 1. The information theoretic network model 1 from the original approach 

The results from using the original information theoretic algorithm are  
 
If we don’t give HCG or we find that HCG is spontaneous rise, then we can expect that 
the couple will not get pregnant. 
 
If we give gonadotrophin before LH peak 4-7 days or 12-15 days or 24-28 days, then we 
can expect that the couple will not get pregnant. 
 
 If we give HCG, and give gonadotrophin before LH peak 8-11 days or 16-23 days, then 
we can expect that the couple will get pregnant.  
 
From these results we know that if we want to treat the couple to get success in 
pregnancy, we should give HCG and give gonadotrophin before LH peak 8-11 days or 16-
23 days. 

6   The Variation Approach 

We showed the results from the original algorithm to the expert. The expert’s comment is 
the results shown are not quite reasonable because they lack of the other factors which 
should effect on the achievement in pregnancy. Then we decided to employ the expert 
knowledge in the network construction. We selected the first attribute to be the first 
hidden layer of the network by using the medical significance instead of using the 
statistical significance. Then we kept going with the original algorithm from the second 
hidden layer of the network until finish.  



Algorithm Procedure 

Step 1: define the minimum significant level of likelihood ratio for splitting a network 
node (default = 0.1) 
Step 2:  Repeat every target attribute i 

Step 2.1 Calculate unconditional probability (apriori) of each value of the target 
attribute by 

 
P(Vij) = Oij /n 
 
where 
Oij – number of occurrences of the value j of a target attribute i in the relation 
n – number of complete tuples in the relation 
 
Step 2.2 Calculate unconditional entropy of the target attribute by 
 

H(Ai) = - � P(Vij) * log P(Vij) 
 

Step 2.3 Initialize the information-theoretic network (one hidden layer including 
the root node associated with all tuples, no input attributes, one target layer for the values 
of the target attribute). 

Step 2.4 Select the first attribute to be the first hidden layer in the network by 
using clinical significance. 

Step 2.5 Repeat for the maximum number of hidden layers (default = number of 
candidate input attributes). 

Step 2.5.1 Repeat for every candidate input attribute i’ which is still not 
an input attribute 

 Step 2.5.1.1 Initialize zero to conditional mutual information, 
and the likelihood ratio statistic of the candidate input attribute and the target 
attribute given the final hidden layer of nodes. 

 Step 2.5.1.2 Repeat for every node of the final hidden layer 
  Step 2.5.1.2.1 Calculate the conditional mutual 

information of the candidate input attribute and the target attribute, given the 
node, by 
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P(Vij ; Vi’j’ ; z) * log ( P(Vij i’j’| z ) / ( P(Vi’j’ | z) * P(Vij | z )) ) 

 
where 
 P(Vij; Vi’j’ ; z) – joint probability of a value j of the target attribute i , a value j’ of the 
candidate input attribute i’ and the node z 



P(V ij i’j’ | z) – conditional probability of a value j’ of the candidate input attribute  i’ and a 
value j of the target attribute i given node z 
P(Vi’j’ | z) – conditional probability of a value j’ of the candidate input attribute i’ given 
node z 
P(Vij | z) - conditional probability of a value j of the target attribute i given node z 
    Step 2.5.1.2.2 – Calculate the likelihood ratio statistic 
of the candidate input attribute and the target attribute, given the node z by  
 

G2 (Ai’; Ai | z) = 2 * (ln2) * E(z) * MI (Ai’; Ai | z) 
 

where  
E(z)  is the number of tuples in the node z 
    Step 2.5.1.2.3 – If the likelihood ratio statistic is 
significant, mark the node as “split” and increment the conditional mutual information of 
the candidate input attribute and the target attribute, given the final hidden layer of nodes; 
else mark the node as “unsplit” 
    Step 2.5.1.2.4 – Go to the next node 
   Step 2.5.1.3 Go to the next candidate input attribute 
  Sep 2.5.2 – Find the candidate input attribute maximizing the 
conditional mutual information (“the best candidate attribute”) 
  Step 2.5.3 – If the maximum conditional mutual information is greater 
than zero: 

- Make the best candidate attribute an input attribute 
- Define a new layer of hidden nodes for a Cartesian product of split hidden nodes 

of the previous layer and values of the best candidate attribute. 
Or else stop search (go to step 2.5) 
  Step 2.5.4 – Go the next hidden layer 
 Step 2.6 repeat for every split node z (including the nodes of the final layer) 
  Step 2.6.1 – Calculate the connection weights linking the unsplit nodes 
and the nodes of the final layer to the target nodes by 

 
wz 

ij = P(Vij ; z) * log ( P(Vij | z ) / P(Vij) ) 
 
where  
P(Vij ; z) – joint probability of the value Vij and the node z 
P(Vij | z ) – conditional probability of the value Vij  , given the node z 
P(Vij) – unconditional probability of the value Vij 
  Step 2.6.2 – Select a value j maximizing the conditional probability of 
the target attribute i at the node z (P(Vij | z ) ) and make it the predicted value of the target 
attribute i at the node z 
  Step 2.6.3 – Go to the next unsplit node 
 Step 2.7 Go to the next target attribute 
Step 3 – End  



7   Results from the Variation of the Original Algorithm 

The network models constructed by the variation of the original algorithm are shown in 
Figure 2 and Figure 3.  
 

 
Figure 2. The information theoretic network model 1 from the variation approach 

 
Figure 3. The information theoretic network model 2 from the variation approach 

 
The results from the variation of the original algorithm are 
    
We can predict that the couple should get pregnant if we find that the level of Luteal 
progesterone is between 46-86.9 nmol/L. 
 



If we want the couple get pregnant, then we should give the gonadotrophin during 8-11 
days or 16-23 days before LH peak day, when we find that the maximum level of 
oestradiol is in the range 10-2400 pg/ml. 
 

The expert sees that the results from the variation approach are better than the results 
from the original algorithm. 

8   Conclusion 

In this paper, we presented the using of the information theoretic network approach and 
the variation of this technique. The results show that the variation approach by using the 
clinical significance instead of using the statistical significance to construct the first 
hidden layer of the network gives us better reasonable result than the original algorithm. 
So we cannot ignore the medical knowledge from medical domain expert in medical data 
mining. 
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