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This volume contains a selection of papers presented at the 17th International Conference on Applications of Declarative Programming and Knowledge Management INAP 2007 and the 21st Workshop on Logic Programming WLP 2007, which were held jointly in Würzburg, Germany, from October 4th to 6th, 2007.

Declarative programming is an advanced paradigm for the modeling and solving of complex problems. This specification method has become more and more attractive over the last years, e.g., in the domains of databases, for the processing of natural language, for the modeling and processing of combinatorial problems, and for establishing knowledge-based systems for the Web.

The INAP conferences provide a forum for intensive discussions of applications of important technologies around logic programming, constraint problem solving and closely related advanced software. They comprehensively cover the impact of programmable logic solvers in the internet society, its underlying technologies, and leading edge applications in industry, commerce, government, and societal services.

The Workshops on Logic Programming are the annual meeting of the Society for Logic Programming (GLP e.V.). They bring together researchers interested in logic programming, constraint programming, and related areas like databases and artificial intelligence. Previous workshops have been held in Germany, Austria and Switzerland.

The topics of the selected papers of this year’s joint conference concentrate on three currently important fields: constraint programming and constraint solving, databases and data mining, and declarative programming with logic languages.

During the last couple of years a lot of research has been conducted on the usage of declarative programming for databases and data mining. Reasoning about knowledge wrapped in rules, databases, or the Web allows to explore interesting hidden knowledge. Declarative techniques for the transformation, deduction, induction, visualisation, or querying of knowledge, or data mining techniques for exploring knowledge have the advantage of high transparency and better maintainability compared to procedural approaches.

The problem when using knowledge to find solutions for large industrial tasks is that these problems have an exponential complexity, which normally prohibits the fast generation of exact solutions. One method which has made substantial progress over the last years is the constraint programming paradigm. The declarative nature of this paradigm offers significant advantages for software engineering both in the implementation and in the maintenance phase. Different interesting aspects are in discussion: how can this paradigm be improved or combined with known, classical methods; how can practical problems be modelled as constraint
problems; and what are the experiences of applications in really large industrial planning and simulation tasks?

Another area of active research is the extension of the logic programming paradigm and its integration with other programming concepts. The successful extension of logic programming with constraints has been already mentioned. Other extensions intend to increase the expressivity of logic languages by including new logical constructs, like contextual operators or temporal annotations. The integration of logic programming with other programming paradigms has been mainly investigated for the case of functional programming. This combination is beneficial from a software engineering point of view: well-known functional programming techniques to improve the structure and quality of the developed software, e.g., types, modules, higher-order operators, or lazy evaluation, can be also used for logic programming in an integrated language.

The two conferences INAP 2007 and WLP 2007 were jointly organized at the University of Würzburg, Germany, by the following institutions: the University of Würzburg, the Society for Logic Programming (GLP e.V.), and the Fraunhofer–Institute for Computer Architecture and Software Technology (FhG FIRST). We would like to thank all authors who submitted papers and all conference participants for the fruitful discussions. We are grateful to the members of the programme committee and the external referees for their timely expertise in carefully reviewing the papers, and we would like to express our thanks to the Institute for Bioinformatics of the University of Würzburg for hosting the conference.
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Abstract. The difference-list technique is an effective method for extending lists to the right without using the append/3 procedure. There exist some proposals for automatic transformation of list programs into difference-list programs. However, we are interested in a construction of difference-list programs by the programmer, avoiding the need of a transformation. In [9] it was demonstrated, how left-recursive procedures with a dangling call of append/3 can be transformed into right-recursion using the unfolding technique. For some types of right-recursive procedures, the equivalence of the accumulator technique and difference-list technique was shown and rules for writing corresponding difference-list programs were given. In the present paper, improved and simplified rules are derived which substitute the formerly given ones. We can show that these rule allow us to write difference-list programs which supply result-lists that are either constructed in top-down manner (elements in append order) or in bottom-up manner (elements in inverse order) in a simple schematic way.

1 What are Difference-Lists?

On the one hand, lists are a useful modelling construct in logic programming because of their non-predefined length; on the other hand, the concatenation of lists by append(L1,L2,L3) is rather inefficient because it copies the list L1. To avoid the invocation of the append/3 procedure, an alternative method is to use incomplete lists of the form [el1,...,elk|Var], in which the variable Var describes the tail of the list that is not yet specified completely. If there is an assignment of a concrete list for the variable Var in the program, it will result in an efficient (physical) concatenation of the first list elements el1,...elk and Var without copying these elements. This physical concatenation does not consist in an extra-logical replacement of a pointer (a memory address), but is a purely logical operation since the reference to the list L and its tail Var was already created by their specifications in the program.

From a mathematical point of view, the difference of the two lists [el1,...,elk|Var] and Var denotes the initial piece [el1,...,elk] of the complete list. For example, the difference [1,2,3] arises from the lists [1,2,3|X], and X or arises from [1,2,3,4,5] and [4,5] or may arise from [1,2,3,a] and [a].
The first-mentioned possibility is the most general representation of the list difference \([1, 2, 3]\). Every list may be presented as a difference-list. The empty list can be expressed as a difference of the two lists \(L\) and \(L\), the list \(List\) is the difference of the list \(List\) and the empty list \([]\).

The combination of the two list components \([el_1, \ldots, el_k | Var]\) and \(Var\) in a structure with the semantics of the list difference is called a “difference-list”. Since such a combination is based on the possibility of specifying incomplete lists, which is always possible, the Prolog standard does not provide any special notation for this combination. A specification of a difference-list from the two lists \(L\) and \(R\) may be given by a list notation \([L, R]\) or by the use of an operator, e.g. \(L-R\) or \(L\backslash R\) (the symbol used must be defined as operator in the concrete Prolog system) or as two separate arguments separated by a comma.

In practical programming, the concatenation of lists is very frequently expressed using an invocation of the \(append/3\) procedure. The reason for this may be the inadequate explanations for the use of incomplete lists and of the difference-list technique that uses such incomplete lists. Very different explanations for the use of difference-lists and very different attitudes to them can be found in well-known manuals and textbooks on Prolog.

2 Difference-Lists in the Literature

2.1 Definition of difference-lists

The earliest extended description of difference-lists was given by Clark and Tärlund in [7]. They illustrated the difference-list or d-list notation by the graphical visualization of lists as used in the programming language LISP. One of their examples is shown in Figure 1.

![Figure 1: Visualization of the difference-list \(<U, W> = [a, b | W]\) - W = [a, b]\n
In this example, the list \([a, b, c, d]\) can be considered as the value of the pointer \(U\). A sublist of \(U\), the list \([c, d]\), could be represented as the value of the pointer \(W\). The list \([a, b]\) between both pointers can be considered as the difference of both lists. In [7], this difference is denoted by the term \(<U, W>\), which is formed from both pointers. Other authors denote it by a term \(U\backslash W\) [14]. We prefer to use the representation \(U-W\) in programs, as is done in [13]. A difference-list could be defined as in [7]:

\[
\text{Definition} \text{ (difference-list, in short: d-list or dl):} \\
d\text{-list}(<U, W>) \leftrightarrow U = W \\
\quad \quad \quad \lor \quad \quad \quad \exists X \exists V\{U = [X \mid V] \land \text{element}(X) \land \text{d-list}(V, W)\}
\]
The pair <U,W> represents the difference of the lists U and W and is therefore called a difference-list (d-list or dl for short). The difference includes all the elements X of the list, which begins at the pointer U and ends at pointer W to a list or to nil.

In a LISP-like representation, the value of the difference of list U and W can be constructed by replacing the pointer to W in U by the empty list. Let us introduce the notation Val(<U,W>) for the value of the term that represents a difference-list <U, W>. Of course, the unification procedure in Prolog does not perform the computation of the value, just as it does not perform arithmetic computations in general.

Clark and Tärnlund have given and proved the definition of construction and concatenation of difference-lists [7]:

Definition (concatenation of difference-lists):
\[ \text{d-list(<U, W>) } \leftrightarrow \exists V \{ \text{d-list(<U, V>) & d-list(V, W)} \} \]  \hspace{1cm} (2)

If <[b, c, d | Z], Z> is a difference-list with V=\([b, c, d | Z]\) and W=Z, then the difference-list <U, W>=<a, b, c, d | Z], Z> can be constructed, where X=a and U=\([a, b, c, d | Z]\).

A concatenation of the difference-lists <U, V>=<a, b | X>, X> and <V, W>=<X, nil> results in the difference-list <U, W>=<a, b, c, d, nil> as soon as X is computed as \([c, d]\). The concept of concatenation of difference-lists will feature prominently in our rules for programming d-list programs.

2.2 Automatic transformation of list programs

Several authors have investigated automatic transformations of list programs into difference-list programs [1, 10, 11, 15]. Mariott and Søndergaard [11] have analyzed the problem intensively and proposed a stepwise algorithm for such a transformation. The problem is to ensure that such a transformation is safe. Table 1: shows that the semantics of programs may differ when changing programs from list notation to difference-list notation. Essentially, the absence of an occur-check in Prolog systems is due to the different behaviour of programs in list and d-list notation. But Table 1: also shows that if the occur-check were available, different semantics of list procedures and the corresponding d-list procedures might occur.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Intended meaning</th>
<th>Prolog without occur-check</th>
<th>Prolog with occur-check</th>
</tr>
</thead>
<tbody>
<tr>
<td>list</td>
<td>qs([],[]).</td>
<td>qs([],[]).</td>
<td>qs([],[]).</td>
</tr>
<tr>
<td></td>
<td>?-qs([],[a]).</td>
<td>?-qs([],[a]).</td>
<td>?-qs([],[a]).</td>
</tr>
<tr>
<td></td>
<td>&gt; no</td>
<td>&gt; no</td>
<td>&gt; no</td>
</tr>
<tr>
<td></td>
<td>?-qs([],[a</td>
<td>Z]).</td>
<td>?-qs([],[a</td>
</tr>
<tr>
<td></td>
<td>&gt; no</td>
<td>&gt; no</td>
<td>&gt; no</td>
</tr>
<tr>
<td></td>
<td>&gt; no</td>
<td>&gt; no</td>
<td>&gt; no</td>
</tr>
<tr>
<td></td>
<td>&gt; no</td>
<td>&gt; no</td>
<td>&gt; no</td>
</tr>
</tbody>
</table>

Table 1: Semantics of a program in list and difference-list representation
Looking for conditions for a safe automatic generation of difference-lists, Marriot and Søndergaard [11] begin by considering of difference-terms:

**Definition (difference-term):**
A difference-term is a term of the form $<T, T'>$, where $T$ and $T'$ are terms. The term $T'$ is the delimiter of the difference-term. The denotation of $<T, T'>$ is the term that results when every occurrence of $T'$ in $T$ is replaced by nil.

**Figure 2:** Difference-trees (visualization of examples of [14]) (nil, /, and [] are synonyms for the empty list)

Figure 2 shows some examples of the difference-terms given in [11]. If both $U$ and $W$ point to the list $[a]$, the difference-term $<U, W>$ represents the empty list, i.e. $\text{Val}(<[a], [a]>) = []$. If $U$ points to a list $T$ and $W$ points to nil, the tail of $T$, then $<U, W>$ represents $T$ (the pointer to $W$ in $T$ is replaced by nil), i.e. $\text{Val}(<T, \text{nil}>) = T$. The difference-term $<T, X>$ is a generalization of the difference-term $<[a], [b]>$ if $X$ is not part of (does not occur in) $T$. In cases where the second part of the difference-term does not occur in the first part, there is nothing to change in the first part of the difference-term (no pointer is to be replaced by nil) and the first part of the difference-term is the value, i.e. $\text{Val}(<[a], [b]>) = [a]$ and $\text{Val}(<T, X>) = T$. In cases where $W$ does not point to a list but to an element of a list, a similar replacement action can be performed to get the value of the difference-term. In $<U, W> = <[a], a>$, $W$ points to the list element $a$. If the pointer to $a$ is replaced by nil, $\text{Val}(<[a], a>) = [\text{nil}]$ is obtained. A similar but more complex example is given by the difference-term $<g(X, X), X>$. All pointers to $X$ have to be replaced by nil, which results overall in $g(\text{nil}, \text{nil})$.

In the context of the transformation of list procedures into corresponding d-list procedures, two difference-terms should unify if the corresponding terms unify. This property is valid for simple difference-terms [11]:

**Definition (simple difference-term):**
A difference-term is simple, if it is of the form $<T, \text{nil}>$ or of the form $<T, X>$, where $X$ represents a variable.
Definition (simple difference-list; closed difference-list):
A difference-list is a difference-term that represents a list. It is closed, if the list that it represents is closed (i.e., the difference-term is of the form <[T1, ..., Tn], Tn>). The difference-list is simple, if Tn is nil or a variable.

The definition of difference-lists allows that Tn could be a pointer not only to a list but to any term. Thus, each closed list can be represented as a difference-list, but not every difference-list is the representation of a closed list. The automatic transformation of lists into difference-lists is safe if the generated difference-list is simple and T, Tn in <T, Tn> have non-interfering variables.

Table 2 should remind us that the problem of different semantics of programs is not a special problem for difference-lists. Also, in pure list processing, the programmer must be aware that bindings of variables to themselves may occur during unification and may give rise to different behaviour depending on the programming system.

In [11] the authors investigate conditions for safe transformation of list programs into d-list programs and present an algorithm for this transformation.

2.3 Difference-lists in Prolog textbooks

Clocksin has described the difference-list technique in a tutorial [4] based on his book “Clause and Effect” [3] as “probably one of the most ingenious programming techniques ever invented yet neglected by mainstream computer science”. By contrast, Dodd’s opinion [8] concerning a pair of variables (All, Temp) for the result All of a list operation and the used accumulator Acc is less emphatic: “Some people find it helpful to think of All and Temp as a special data structure called difference list. We prefer to rest our account of the matter on the logical reading of the variable as referring to any possible tail, rather than to speak of ‘lists with variable tails’”.

Table 2: Different semantics of programs

<table>
<thead>
<tr>
<th>Intended meaning</th>
<th>Prolog without occur-check</th>
<th>Prolog with occur-check</th>
</tr>
</thead>
<tbody>
<tr>
<td><code>append([],L,L)</code></td>
<td><code>append([],L,L)</code></td>
<td><code>append([],L,L)</code></td>
</tr>
<tr>
<td><code>?-append([],[],Z)</code></td>
<td><code>?-append([],[],Z)</code></td>
<td><code>?-append([],[],Z)</code></td>
</tr>
<tr>
<td>&gt; no</td>
<td></td>
<td>&gt; no</td>
</tr>
</tbody>
</table>

| Z=[a,a,a,...] (yes) | |
| `?-append([],[],Z)` | `?-append([],[],Z)` |
| > no               | > no |

In the classical Prolog textbook of Clocksin and Mellish [5], a certain relationship between accumulator technique and difference-list technique is defined: “With difference list we also use two arguments (comment: as for the use of accumulators), but with a different interpretation. The first is the final result, and the second argument is for a hole in the final result where further information can be put”.

O’Keefe [1] uses the same analogy: “A common thing to do in Prolog is to carry around a partial data structure and some of the holes in it. To extend the data structure, you fill in a hole with a new term which has some holes of its own. Difference lists are a special case of this technique where the two arguments we are passing around are the position in a list.”. The represented program code for a subset relation corresponds in its structure to the bottom-up construction of lists. This structure is identified as “difference-list” notation.
Clark&McCabe [6] denote a difference-list as a difference pair. It is used as a substitute for an append/3 call. The effects are described by means of the procedure for the list reversal. If the list to be reversed is described by [X|Y], the following logical reading exists for the recursive clause: “[XIY] has a reverse represented by a difference pair [Z, Z1] if Y has a reverse represented by a difference pair [Z, [XIZ1]]”. ...suppose that [Z, [XIZ1]] is [[3,2,1,0], [1,0]] representing the list [3,2]...then [Z, Z1] of is [[3,2,1,0], [0]] representing the list [3,2,1]”. ...you will always get back a most general difference pair representation of the reverse of the list”. Besides this example, no further guidelines for programming with difference-lists are given.

<table>
<thead>
<tr>
<th>Flattening of lists using difference-lists</th>
<th>Flattening of lists using accumulators</th>
</tr>
</thead>
<tbody>
<tr>
<td>flatten_dl([X</td>
<td>Xs], R-Acc):-</td>
</tr>
<tr>
<td>flatten_dl(X,R=R1),</td>
<td>flatten(Xs, Acc, R),</td>
</tr>
<tr>
<td>flatten_dl(Xs,Rl-Acc).</td>
<td>flatten(X, Rl, R).</td>
</tr>
<tr>
<td>flatten_dl(X,[X</td>
<td>Xs]-Xs) :-</td>
</tr>
<tr>
<td>atom(X), not X=[].</td>
<td>atom(X), not X=[].</td>
</tr>
<tr>
<td>flatten_dl([],Xs-Xs).</td>
<td>flatten([],Xs, Xs).</td>
</tr>
</tbody>
</table>

**Figure 3:** Comparison of list flattening in the difference-list and accumulator technique [14]

A detailed presentation of the difference-list technique is given by Sterling and Shapiro [14]. They stress the tight relationship between accumulator technique and difference-list technique: “…Difference-lists generalize the concept of accumulators” and “… Programs using difference-lists are sometimes structurally similar to programs written using accumulators”. A comparison of a flatten_dl/2 procedure, that uses difference-lists and a flatten/3 procedure, that uses the accumulator technique is given (the order of the arguments X,Y in a difference-list X-Y is normally, without semantic consequences, exchanged in the accumulator format representation Y,X).

Unfortunately, the conclusion drawn from this comparison is not a construction rule for the use of difference-lists, but the (partly wrong) remark that the difference between both methods “…is the goal order in the recursive clause of flatten”. In fact, the two recursive flatten/3 calls in the flatten/3 procedure can be exchanged without changing the result. Instead of trying to formalize the technique, it is “mystified”: “Declaratively the (comment: flatten_dl/2)... is straightforward. ... The operational behaviour... is harder to understand. The flattened list seems to be built by magic. ... The discrepancy between clear declarative understanding and difficult procedural understanding stems from the power of the logical variable. We can specify logical relationships implicitly, and leave their enforcement to Prolog. Here the concatenation of the difference-lists has been expressed implicitly, and is mysterious when it happens in the program.” ([14], S. 242). On the other hand, the authors mention that by using a difference-list form of the call to append/3 and an unfolding operation in respect of the definition of append/3, an append/3-free (difference-list) program can be derived.

Colho&Cotta [2] compare two versions for sorting a list using the quicksort algorithm (Figure 4). They attempt, as in [14], to explain the difference between the two programs with the help of the difference-list interpretation of append/3: the complete difference S-X results from the concatenation of the differences S-Y and Y-X.

Maier&Warren [12] mention the effect of avoiding append/3 calls using difference-lists. They point out that the property of difference-lists is to decompose lists in one step into a head and a tail, each of arbitrary length. This property is useful in natu-
eral language processing, where phrases consist of one or more words. In order to make this processing append/3-free, word information, e.g. the information that “small” is an adjective, is represented in the difference-list format: adjective([small|Rest]-Rest) instead of using the list format adjective([small]).

### Quicksort

<table>
<thead>
<tr>
<th>Definition with append/3</th>
<th>Definition with difference-lists</th>
</tr>
</thead>
<tbody>
<tr>
<td>q_sort1([X</td>
<td>Xs], S) :-</td>
</tr>
<tr>
<td>split(X,Xs,A,B),</td>
<td>split(X,Xs,A,B),</td>
</tr>
<tr>
<td>q_sort1(A,S1),</td>
<td>q_sort2(A,S-[X</td>
</tr>
<tr>
<td>q_sort1(B,S2),</td>
<td>q_sort2(B,S2-S1).</td>
</tr>
<tr>
<td>append(S1, [X</td>
<td>S2], S).</td>
</tr>
<tr>
<td>q_sort1([],[]).</td>
<td>?- q_sort1([1,2,3],X).</td>
</tr>
<tr>
<td>X = [1,2,3]</td>
<td>?- q_sort2([1,2,3],X-[]).</td>
</tr>
</tbody>
</table>

**Figure 4:** Comparison of algorithms for quicksort [2]

Dodd [8] explains how left-recursive programs, in particular those that use append/3 as last call, are transformed into more efficient programs using the accumulator technique. For this purpose, he develops a formalism based on functional compositions that generates a right-recursive procedure from a left-recursive procedure in six transformation steps. The effects achieved by the accumulator technique are shown by a great number of problems, and the relationship to the difference-list technique is mentioned, but there is no systematic approach for using accumulators or difference-lists.

The different techniques available for generating lists can be reduced to two methods which are essential for list processing: top-down and bottom-up generation of structures. In [9], we have shown that the difference-list notation could be considered syntactic sugar since it can be derived from procedures programmed using the accumulator technique by a simple syntactic transformation. However, the difference-list notation is not only syntactic sugar, since a simple modeling technique using difference-lists instead of additional arguments or accumulators can offer advantages constructing result lists with certain order of elements, efficiently. Knowledge of the (simple) programming rules for difference-list procedures can make it easier to use difference-lists and promotes their use in programming.

### 3 Top-down and Bottom-up Construction of Lists

The notions of top-down and bottom-up procedures for traversing structures like trees are well established. We will use the notions top-down construction of lists and bottom-up construction of lists in this paper to describe the result of the process of building lists with a certain order of elements in relation to the order in which the elements are taken from the corresponding input list.

An input list may be, e.g., [2,4,3,1]. A top-down construction of the result list [2,4,3,1] is given if the elements are taken from left to right from the input list and put into the constructed list in a left to right manner. If the elements are taken from the
input list by their value and put into the result list from left to right, the list $[1,2,3,4]$ will be (top-down) constructed.

**Definition** (top-down (TD) construction of lists):
The order $e_1' - e_2'$ of two arbitrary elements $e_1', e_2'$ in the constructed list corresponds to the order $e_1 - e_2$ in which the two elements $e_1, e_2$ are taken from the input term (perhaps a list or a tree structure).

**Definition** (bottom-up (BU) construction of lists):
The order $e_2' - e_1'$ of two arbitrary elements $e_1', e_2'$ in the constructed list corresponds to the order $e_1 - e_2$ in which the two elements $e_1, e_2$ are taken from the input term (perhaps a list or a tree structure).

A bottom-up construction of the result list $[1,3,4,2]$ is given if the elements are taken from left to right from the input list and put into the constructed list in a right-to-left manner. If the elements are taken from the input list by their magnitude and put into the result list from right to left, the list $[4,3,2,1]$ will be (bottom-up) constructed.

<table>
<thead>
<tr>
<th>Use of calls of append/3</th>
<th>Top-Down construction of lists</th>
</tr>
</thead>
<tbody>
<tr>
<td>copy_td_ap([],L,L)</td>
<td></td>
</tr>
<tr>
<td>copy_td_ap([X</td>
<td>Xs],A,R):-</td>
</tr>
<tr>
<td></td>
<td>copy_td_ap(Xs,A,RR),</td>
</tr>
<tr>
<td></td>
<td>append([X],RR,R).</td>
</tr>
<tr>
<td></td>
<td>copy_td([2,1],[[],X]).</td>
</tr>
<tr>
<td></td>
<td>X = [2, 1]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Use of calls of append/3</th>
<th>Bottom-Up construction of lists</th>
</tr>
</thead>
<tbody>
<tr>
<td>copy_bu_ap([],L,L)</td>
<td></td>
</tr>
<tr>
<td>copy_bu_ap([X</td>
<td>Xs],A,R):-</td>
</tr>
<tr>
<td></td>
<td>append([X],A,RR),</td>
</tr>
<tr>
<td></td>
<td>copy_bu_ap(Xs,RR,R).</td>
</tr>
<tr>
<td></td>
<td>copy_bu([2,1],[[],X]).</td>
</tr>
<tr>
<td></td>
<td>X = [1, 2]</td>
</tr>
</tbody>
</table>

**Figure 5:** Some examples of top-down and bottom-up construction of lists

Figure 5 shows some definitions for the tasks of copying lists. The procedures `copy_td_ap/3` and `copy_td/3` are procedures that construct the result list in a top-down manner. The list elements of the result list are supplied in the same order as elements of the input list. The procedures `copy_bu_ap/3` and `copy_bu/3` are procedures that construct the result list in a bottom-up manner. The elements of the result list occur in an inverse order in relation to the elements of the input list. The procedures `copy_td/3` and `copy_bu/3` result by unfolding the append/3-calls in `copy_td_ap/3` and `copy_bu_ap/3`. We use symbol X for a single list element. All other symbols denote lists: A accumulator list, L arbitrary lists, R, S result list, RR, T, Z temporary result lists, Xs remaining list. Construction in a top-down manner means that the first element chosen from the input list will be the first element of the result list, which is recursively extended to the right. Construction in a bottom-up manner means that the
first element chosen from the input list will be the last element in the result list, which is recursively extended to the left. In each case, the extension of the result parameter is performed by a cons operation. This is the (only) basic operation, which is used implicitly by append/3, for extending a list \( [X|\text{List}] \). The single element \( X \) extends the list \( \text{List} \) always to the left by this operation. The question is where to insert this cons operation? To answer this question, different complex problems are investigated in the next sections.

4 Analysis of Procedure Pattern

Comparison of the append-free procedures for copying lists in Figure 5 allows us to assume that there may exist the following rules for top-down and bottom-up definitions:

- A top-down construction of lists would occur if the next element \( X \) from the input list were part of the result list \( [X|\text{RestResult}] \) or \( [X|\text{Rest}]\mid A \) in the clause head, and a bottom-up construction of lists would occur if the next element \( X \) from the input list were inserted in the result list \( [X|\text{Accu}] \) or \( R\mid [X|\text{Accu}] \) in the clause body.

The definition of \( \text{q\_sort2/2} \) in Figure 4 is proof of the contrary. Moreover, a more detailed investigation is needed because the comparison of the procedures presented in Figure 5 may be misleading. The difference-list procedures in this figure are the result of a simple syntactic reformulation of procedures that use unfolding of \text{append/3}-calls occurring in the original procedures. The question arises and will be answered in the following if this kind of unfolding preserves the semantics of the original procedure.

### Inverse of a list

<table>
<thead>
<tr>
<th>Procedure definition using append/3</th>
<th>Procedure definition using accumulator technique</th>
<th>Procedure definition using difference-lists</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{rv}([X],[]) ).</td>
<td>( \text{a_rv}([X],[_],[_]) ).</td>
<td>( \text{d_rv}([X],[_],[_]) ).</td>
</tr>
<tr>
<td>( \text{rv}([X],[Xs],R) :-</td>
<td>( \text{a_rv}([X],[Xs],[_],R) :-</td>
<td>( \text{d_rv}([X],[Xs],[_],R) :-</td>
</tr>
<tr>
<td>\text{append}(R,R,[X],R),</td>
<td>\text{a_rv}([X],[Xs],[_],R).</td>
<td>\text{d_rv}([X],[Xs],[_],R).</td>
</tr>
<tr>
<td>\text{rv}(Xs,RR).</td>
<td>\text{rv}(Xs,RR).</td>
<td>\text{rv}(Xs,RR).</td>
</tr>
<tr>
<td>?_rv([a,b],[a</td>
<td>X]). Stack overflow</td>
<td>?_a_rv([a,b],[_],[a</td>
</tr>
</tbody>
</table>

**Figure 6:** Semantics of different definitions for the inverse of a list

Figure 6 shows definitions and invocations of different versions for computing the inverse of a list. These procedures correspond to constructing the result list in a bottom-up manner. The elements of the result list have an inverse order compared with the order of the elements of the input list. The difference-list version is a syntactic variant of the accumulator version of the procedure. The relationship between these two procedures and the procedure \( \text{rv/2} \) which uses a call to \text{append/3} is given by unfolding the \text{append/3} call. While the first argument for the \text{append/3} call in Figure 6 is not a list with one element (as in \text{copy-td\_ap/3} – see also Figure 5) but a list with an indefinite number of elements, this situation is considered more detailed in Figure 7.  
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Sublists in Figure 7 are denoted in their difference-list notation. The result of the procedure call `append(L1, [H], L)` may be described as $L1 = L' - [H|A]$ or as $L = L' - A$, where $A$ may be an empty or nonempty list. If $L$ and $L1$ in `rev/2` are replaced by these relationships and if the `append/3` call is deleted, then the difference-list definition `d_rv/2` results. This means that the difference-list definition and the accumulator-technique definition for the inverse of a list may be derived from the original definition (using `append/3`) by unfolding the `append/3` call. However, the semantics of the two derived procedures is different from the semantics of the original procedure definition. The result of the analysis so far is that unfolding of `append/3`-calls generally fails to supply a semantically equivalent difference-list notation. We therefore try to avoid `append/3` calls in the original procedure definition.

An alternative might be to append lists in the original procedure by corresponding use of an `append` procedure in difference-list notation.

Figure 8 shows a difference-list definition `dl_a/2` for appending lists derived from the original `append/3` definition by simply exchanging the order of the second and third argument and collecting both arguments into one term, a difference-list.

<table>
<thead>
<tr>
<th>Definition for <code>append/3</code></th>
<th>Difference-list definition for appending lists</th>
</tr>
</thead>
<tbody>
<tr>
<td><code>append([],[L],L).</code></td>
<td><code>dl_a([],[L],L).</code></td>
</tr>
<tr>
<td>`append([X</td>
<td>Xs],A,[X</td>
</tr>
<tr>
<td><code>append(Xs,A,RR).</code></td>
<td><code>dl_a(Xs,RR-A).</code></td>
</tr>
<tr>
<td><code>?- append([a,b,c],[],L).</code></td>
<td><code>?- dl_a([a,b,c],[],L).</code></td>
</tr>
<tr>
<td>$L = [a,b,c]$</td>
<td>$L = [a,b,c]$</td>
</tr>
</tbody>
</table>

Figure 8: Comparison of the definitions `append/3` and `dl_a/2` for appending lists

Inside the definition of `dl_a/2` there occurs a `dl_a/2`-call, i.e. an `append`-like call that performs an undesired copying of list elements. In order to design the difference-list definition for appending lists free of calls to `dl_a/2`, the difference-list notation will be extended to all arguments of `dl_a/2`. Figure 9 represents the concatenation of lists $A$ and $T$ to a composed list, e.g. $Z$.

Figure 9: Difference-list interpretation of the concatenation of two lists

List $A$ can be represented as a difference-list in the form $L-Y$. The list $T$ has the difference-list format $Y-[]$ or more generally: $Y-U$, where $U$ is assumed to be an ar-
bitary further list (perhaps the empty list []). Correspondingly, the composed list Z may be represented as the difference-list L-U or, in case U=[], as L-[]. In this way, the procedure for the list concatenation may be represented by:

\[
\text{dl_append}(L-Y, Y-U, L-U).
\]

Figure 10: Difference-list notation for the concatenation of two lists

?- dl_append(L-L, L-U, L-U).
   yes

Figure 11: Treatment of the end condition of list concatenation

From the existence of the difference-lists A-B and B-C, the existence of the difference-list A-C can be deduced (and vice versa).

Rule 1: Composition of difference-lists

\[
\text{cons}(\text{Element}, [\text{Element}|\text{Temp}|\text{Temp}) .
\]

Figure 12: Definition of the cons operation

The end condition append([], Y, Y) of the append/3 procedure is contained in dl_append/3 since it may be Y-L, i.e. L-L=[] (see Figure 11). From the definition of dl_append/3 the programming rule for difference-lists results (Rule 1). It is important that this rule has a logical reading. The rule does not contain regulations for the order of the proofs (i.e. the order of procedure calls). This rule could be considered the key for the desired construction rule for difference-lists. We have to include in our considerations the cons operation [X|L], which is needed to transfer an element from the input list to the result list. But [X|L] is in a format that does not suit the above rule. For example, in the bottom-up procedure dl_copy_bu/2 (see also Figure 5) for copying list elements, the difference-list R-A for the result is composed partly from the difference-list R-[X|A]. Let us introduce a temporary variable Z and substitute Z=[X|A], as shown in Figure 13. If we reformulate this call of the unification as a call cons(X, Z-A) of a special cons/2 procedure (Figure 12) we are able to apply the above rule and compute the result R-A of the procedure d_copy_bu2/2 from the difference-lists R-Z and Z-A (right-hand side in Figure 13).

<table>
<thead>
<tr>
<th>Coping of lists</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>BU difference-list method</strong></td>
</tr>
<tr>
<td>copy_bu_sp([X</td>
</tr>
</tbody>
</table>

| Figure 13: Definitions for BU-copying a list using implicit and explicit cons operations |
The different programming methods are compared in Figure 14 applied to the problem of copying lists for both top-down (TD) and bottom-up (BU) generation of the result lists. The application of dl_append/3 demonstrates that an interpretation as formulated with Rule 1 is not possible. Moreover the structure of the arguments of the dl_append/3 call is rather complex. If a call of dl_a/2 instead of dl_append/3 is used, an interpretation in the manner of Rule 1 is possible, but dl_a/2 copies the list elements of its first argument, like append/3. Only where cons/2 is applied there is no copying of list elements and an interpretation corresponding to Rule 1 is possible. The version d_copy_td/2 with TD construction of lists suffers from being non-recursive. The reason is an in-place translation of the append/3 call of the original procedure, but in contrast to the append/3 call, the cons/2 call may be moved to another position without possibly changing the semantics of the procedure.

An overview of the results of the analysis of different approaches for TD and BU construction of lists is given in Table 3. Only the use of the newly introduced cons/2 procedure satisfies both demands for avoiding copying of lists and supporting DL-programming by allowing an interpretation according to Rule 1. The use of the cons/2 procedure results in more declarative programs, because these procedure calls may be moved freely around in the clause body. A similar property is not normally valid for append/3 calls. A call to append/3 may loop forever if the first and second arguments of append/3 are variables. This means that an automatic or manual transformation of a procedure that uses append/3 calls into an append-free procedure that uses calls to cons/2 may result in changed semantics (see also Figure 15).

**Figure 14:** Copying of lists using append/3 and its difference-list versions

<table>
<thead>
<tr>
<th>Top-Down construction of lists</th>
<th>Bottom-Up construction of lists</th>
</tr>
</thead>
<tbody>
<tr>
<td>`copy_td_ap([X</td>
<td>Xs],A,R) :- append(X,A,RR), dl_a([X],R-RR).`</td>
</tr>
<tr>
<td><code>?- copy_td_ap([2,1,3,4],[],X).</code></td>
<td><code>?- copy_bu_ap([2,1,3,4],[],X).</code></td>
</tr>
<tr>
<td><code>X = [2, 1, 3, 4]</code></td>
<td><code>X = [4, 3, 1, 2]</code></td>
</tr>
</tbody>
</table>
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Table 3: Different approaches for TD/BU construction of lists

| Property/Functionality | dl_a/2 | dl_append/3 | [X|L] | cons/2 |
|------------------------|--------|-------------|-------|--------|
| like append/3          | Backtrack-free list concatenation | Explicit cons oper. append([E,X,Y]) \( \equiv Y=[E|X] \) | Implicit cons operation |
| Semantics              | Standard | Other semantics than append/3 | Other semantics than append/3 | Other semantics than append/3 |
| Backtracking           | Backtrackable | Not backtrackable | Not backtrackable | Not backtrackable |
| Typical application    | dl_a([X],L-A) | dl_append([X|L]-A,A-Z,RR-Z) | dl_copy_bu(Xs,R - [X|L] ) | cons(X, Z-A) |
| Advantages             | Supports programming with DL | No copying of list elements | No copying of list elements | Supports DL programming, No copying of list elements |
| Disadvantages          | Copying of list elements. Infinite backtracking possible. | Does not support DL Programming | Does not support DL Programming | Self-defined procedure |

For this reason and given the fact that we are able to propose a simple kind of DL programming, we believe that naive programming using append/3 calls and a subsequent manual or automatic transformation procedure are avoidable.

Figure 15: Proof of different semantics for procedures using append/3 and cons/2 calls
5 Rules for Constructing DL Procedures

5.1 Abstract rules

The analysis of the different approaches to avoid copying lists and to support difference-list programming led to the introduction of a new procedure cons/2, which performs an implicit cons operation. A comparison of the application of cons/2 calls in procedures for TD and BU generation of lists is given in Figure 16. The only difference between the two procedures lies in the different “directions” of generation of the result list. The meaning of “top-down” (TD) may be: the first element (or first part) of the input list is taken to build the “top” difference-list L-L1, for “bottom-up” (BU), the same first part is taken to build the “bottom” difference-list Ln-1-Ln.

<table>
<thead>
<tr>
<th>Properties</th>
<th>Top-down construction of result list</th>
<th>Bottom-up construction of result list</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step case</td>
<td>d_copy_td2([X</td>
<td>Xs],R-Rn):-</td>
</tr>
<tr>
<td></td>
<td>cons(X, R-R1),</td>
<td>cons(X, R-R1),</td>
</tr>
<tr>
<td></td>
<td>d_copy_td2(Xs, R1-Rn).</td>
<td>d_copy_bu2(Xs, R-R1).</td>
</tr>
</tbody>
</table>

Figure 16: TD- and BU-construction of list using the cons/2 procedure

Figure 17 presents an abstract guideline for building TD and BU difference-list procedures. Note that the mentioned difference between the rules for TD and BU generation of result lists is the assignment of the parts of the resulting difference-list to the calls dealing with the elements of the input list (fourth item in the table for each case). The term “append-order” denotes the result list with the same order of the elements as in the input list (or more specifically: the same order in which the elements are chosen from the input list).

5.2 Unfolding cons/2 calls

Difference-list specification of Quicksort: The sorted difference-list R-RN for an input list [X|Xs] results from the composition of the difference-list for sorting all elements that are smaller than or equal to the current element and the sorted difference-list for all elements that are greater than the current element. The current element fits in the result list between the elements that are greater than and less than the current element.

In the top-down approach for construction of the result, the complete difference-list R-RN is composed from the difference-list R1-R2 for sorting the list elements that are smaller than X, from the difference-list for the element X, and from the difference-list R2-RN for sorting the elements of the input list that are greater than X (Figure 18).
### Structure of procedures in difference-list notation

#### Rules for a top-down construction of result lists
- **Base case:** The result parameter in the head of the clause (empty input list, empty result list) is the difference-list L-L.
- **Step case:** The resulting difference-list in the head of the clause for the general case is R-Rn.
- **Splitting the result list:** The result list could be split into difference-lists R-R1, R-R2, ..., R-Rn, L-Ln, where R-R1, ..., R-Rn denotes an arbitrary set of further difference-lists.
- **TD assignment:** The difference-list R-R1 is used for dealing with the first selected element (or first part) of the input list. R-R2 for dealing with the next element(s) of the input list, etc.
- **Unfolding:** A cons/2 call may be used for dealing with a single element of the input list (unfolding the call of cons/2 supplies a more dense procedure definition; cons(X,R1-A) ≡ R1=[X|A]).

#### Rules for a bottom-up construction of result lists
- **Base case:** The result parameter in the head of the clause (empty input list, empty result list) is the difference-list L-L.
- **Step case:** The resulting difference-list in the head of the clause for the general case is R-Rn.
- **Splitting the result list:** The result list could be split into difference-lists R-R1, R-R2, ..., R-Rn, R-Rn-Rn, where R-R1, ..., R-Rn denotes an arbitrary set of further difference-lists.
- **BU assignment:** The difference-list R-Rn-Rn is used for dealing with the first selected element (or first part) of the input list, R-R2-Rn for dealing with the next element(s), etc.
- **Unfolding:** A cons/2 call may be used for dealing with a single element of the input list (unfolding the call of cons/2 supplies a more dense procedure definition; cons(X,R1-A) ≡ R1=[X|A]).

---

### Quick-Sort, TD construction of lists

#### append order of the elements in the result list compared with input list

<table>
<thead>
<tr>
<th>Use of a call of cons/2</th>
<th>Unfolding the call of cons/2</th>
</tr>
</thead>
<tbody>
<tr>
<td>R-RN composed from R-R1, R1-R2, and R1-RN; result list starts with R-R1</td>
<td>Replacement of R1 by [X</td>
</tr>
</tbody>
</table>

**Example:**

- d_qsort_td([], L-L).
- d_qsort_td([X|Xs], [X|Xs], [X|Xs], L-L).
- d_qsort_td(A, A, A).
- d_qsort_td(B, B, B).

?- d_qsort_td([2,1,4,3], Res).
Res = [1, 2, 3, 4|L] - L

**Figure 17:** Rules for difference-list notation of procedures

**Figure 18:** TD difference-list construction for Quicksort

---
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Quick-Sort, BU construction of lists

<table>
<thead>
<tr>
<th>Use of the cons/2 procedure</th>
<th>Unfolding the call of cons/2</th>
</tr>
</thead>
<tbody>
<tr>
<td>R-RN composed from R2-RN, R1-R2, and R-R1: Result list ends with R-R1</td>
<td>Replacement of R1 by [X</td>
</tr>
</tbody>
</table>

\[
\text{d}_\text{qsort}_\text{bu}([\ ], L - L).
\]

\[
\text{d}_\text{qsort}_\text{bu}([X | Xs], R - RN) :-
\]

\[
\text{split}(X, Xs, A, B),
\]

\[
\text{d}_\text{qsort}_\text{bu}(A, R2 - RN),
\]

\[
\text{d}_\text{qsort}_\text{bu}(B, R - R1).
\]

?-\text{d}_\text{qsort}_\text{bu}([2, 1, 4, 3], \text{Res}).
\[
\text{Res} = [4, 3, 2, 1|L] - L
\]

\[
\text{dl}_\text{qsort}_\text{bu}([\ ], L - L).
\]

\[
\text{dl}_\text{qsort}_\text{bu}([X | Xs], R - RN) :-
\]

\[
\text{split}(X, Xs, A, B),
\]

\[
\text{dl}_\text{qsort}_\text{bu}(A, R2 - RN),
\]

\[
\text{dl}_\text{qsort}_\text{bu}(B, R - [X | R2]).
\]

?-\text{dl}_\text{qsort}_\text{bu}([2, 1, 4, 3], \text{Res}).
\[
\text{Res} = [4, 3, 2, 1|L] - L
\]

**Figure 19:** BU difference-list construction for quicksort

In the BU method for difference-list construction, we can either start with the first part of the input list together with the last part of the difference-list for the result, or we can start with the last part of the input list together with the initial part of the difference-list for the result. The corresponding procedures are called \text{d}_\text{qsort}_\text{bu}/2 (Figure 19) and \text{d}_\text{qsort}_\text{bu2}/2 (Figure 20). The versions with the unfolded call of cons/2 are called \text{dl}_\text{qsort}_\text{bu}/2 and \text{dl}_\text{qsort}_\text{bu2}/2.

Quick-Sort, BU construction of lists

<table>
<thead>
<tr>
<th>Use of the cons/2 operation</th>
<th>Unfolding the call of cons/2</th>
</tr>
</thead>
<tbody>
<tr>
<td>\text{d}<em>\text{qsort}</em>\text{bu2}([\ ], L - L).</td>
<td>\text{d}<em>\text{qsort}</em>\text{bu2}([\ ], L - L).</td>
</tr>
<tr>
<td>\text{d}<em>\text{qsort}</em>\text{bu2}([X</td>
<td>Xs], R - RN) :-</td>
</tr>
<tr>
<td>\text{split}(X, Xs, A, B),</td>
<td>\text{split}(X, Xs, A, B),</td>
</tr>
<tr>
<td>\text{d}<em>\text{qsort}</em>\text{bu2}(B, R2 - RN),</td>
<td>\text{d}<em>\text{qsort}</em>\text{bu2}(B, R2 - RN),</td>
</tr>
<tr>
<td>/*L1=[X]</td>
<td>L2*/cons(X, R1-R2),</td>
</tr>
<tr>
<td>\text{d}<em>\text{qsort}</em>\text{bu2}(A, R - R1).</td>
<td>\text{d}<em>\text{qsort}</em>\text{bu2}(A, R - R1).</td>
</tr>
<tr>
<td>?-\text{d}<em>\text{qsort}</em>\text{bu2}([2, 1, 4, 3], \text{Res}).</td>
<td>?-\text{d}<em>\text{qsort}</em>\text{bu2}([2, 1, 4, 3], \text{Res}).</td>
</tr>
<tr>
<td>\text{Res} = [4, 3, 2, 1</td>
<td>L] - L</td>
</tr>
</tbody>
</table>

**Figure 20:** Exchanged order of calls compared with Figure 19

The presented rule for difference-list programming and the tight connection between difference-list procedures and both top-down and bottom-up construction of lists could considerably facilitate the application of this technique. In several papers and textbooks, the connection between the difference-list technique and the accumulator technique is mentioned, but the complete relationship and its simplicity have not yet been described. In [1], for example, the authors, who deal with automatic transformation of lists into difference-list representation for a functional language, mention as differences between the dl technique and the accumulator technique the different positions of arguments and the different goal order (first and second column in Figure 21). However, the different goal order is not necessary and is therefore no feature of a transformation from an accumulator representation into a dl representation. On the contrary, because of possible side effects or infinite loops in the called procedures, an exchange of calls, as performed in the procedure acc_qs/3, is normally not possible.
Equivalence described in [AFSV02]

\[
\text{dl procedure (with unfolded cons/2 call)} \\
\begin{array}{l}
\text{du_qs([X|Xs],R-RN)}:=-
\text{split}(X,Xs,A,B), \\
\text{du_qs(A,R-[X|R1]),} \\
\text{du_qs(B,R1-RN).} \\
\text{?-du_qs([2|1],X-[]).} \\
\end{array}
\]
\[
\begin{array}{l}
X = [1,2] \\
\end{array}
\]

\[
\text{Accumulator procedure with exchanged call order} \\
\begin{array}{l}
\text{acc_qs([X|Xs],RN,R)}:=-
\text{split}(X,Xs,A,B), \\
\text{acc_qs(B,RN,R1),} \\
\text{acc_qs(A,[X|R1],R).} \\
\text{?-acc_qs([2|1],X-[]).} \\
\end{array}
\]
\[
\begin{array}{l}
X = [1,2] \\
\end{array}
\]

\[
\text{Accumulator procedure analogous to du_qs/2} \\
\begin{array}{l}
\text{acc_qsort([],L,L).} \\
\text{acc_qsort([X|Xs],RN,R):-} \\
\text{split}(X,Xs,A,B), \\
\text{acc_qsort(A,[X|R1],R),} \\
\text{acc_qsort(B,RN,R1).} \\
\text{?-acc_qsort([2|1],[],X).} \\
\end{array}
\]
\[
\begin{array}{l}
X = [1,2] \\
\end{array}
\]

Figure 21: Comparison of quicksort in difference-list and accumulator representation (du_qs/2 and acc_qs/2 are syntactic variants of the procedures given in [AFSV02])

5.3 TD /BU procedures

The almost identical schemes for top-down and bottom-up construction of lists allow us to transform an input into a list with elements and a list with the same elements in inverse order in one procedure at the same time. To avoid doubling the calls to cons/2, an extended procedure cons/3 is introduced which puts the selected element X into two difference-lists:

\[
\text{cons}(X, [[X|Xs]-Xs, [X|Ys]-Ys]). \tag{8}
\]

Rules for TD/BU construction of lists

- **Base case**: The two result parameters in the clause for the base case (empty input list, empty result list) are two difference-lists R-R and S-S, where R and S are both different from each other and from other variables in the clause.

- **Step case**: The result parameters in the head of the clause for the general case are R-Rn and S-Sn, where R, Rn, S and Sn are both different from each other and from other variables in the clause. R-Rn is a difference-list whose denotation is a list with elements in append order, S-Sn is a difference-list whose denotation is a list in inverse order.

- **Splitting the result parameters**: The resulting difference-lists R-Rn and S-Sn in the body of the clause for the general case could be split into difference-lists R-R1, R2, ..., Rn-1, Rn and S-S1, S2, ..., Sn-1, Sn where R1, ..., Rn and S1, ..., Sn denote arbitrary sets of further difference-lists.

- **TD/BU assignment**: The difference-lists R-Rn and S-Sn are used for dealing with the first selected element (or first part) of the input list, and R1-R2 and (Sn-1-Sn) for dealing with the next element(s) of the input list, etc.

- **Unfolding**: The cons/3 operation may be used for dealing with a single element of the input list (unfolding the call of cons/3 supplies a more dense procedure definition; cons(X,L1-A1,L2-A2) \(\equiv\) L1=[X|A1] and L2=[X|A2]).

Figure 22: Rule for construction of result lists in append order and reverse order in one procedure at the same time
Figure 22 summarizes the construction rules for generation of result lists in append order and inverse order in one procedure at the same time.

An example of a TD/BU procedure is given in Figure 23. If only one of these result lists is needed, a possible disadvantage of such a TD/BU procedure would be the additional time needed to generate the second difference-list.

<table>
<thead>
<tr>
<th>TD/BU quicksort</th>
</tr>
</thead>
<tbody>
<tr>
<td>%qsort(Input, List_in_append_order, List_in_reverse_order)</td>
</tr>
<tr>
<td>d_qsort([], R-R, S-S).</td>
</tr>
<tr>
<td>d_qsort([X</td>
</tr>
<tr>
<td>split(X,Xs,A,B),</td>
</tr>
<tr>
<td>d_qsort(A, R-R1, S2-SN),</td>
</tr>
<tr>
<td>cons(X, R1-R2, S1-S2),</td>
</tr>
<tr>
<td>d_qsort(B, R2-RN, S-S1).</td>
</tr>
</tbody>
</table>

Figure 23: Quicksort with result lists in append and reverse order

6 Summary and Future Work

We have considered ways of dealing with difference-lists in the literature and have investigated simple examples of constructing result lists from input lists. We are interested in a common mechanism to obtain the result list of a list-processing procedure in either a top-down or bottom-up manner. For efficiency reasons such a mechanism must avoid calls to append/3, avoid left-recursive programs and should avoid unnecessary backtracking steps.

The advantages of using the difference-list techniques for efficiency of programs have been stressed by many authors. Several textbooks contain examples of the application of difference-lists. Some authors refer to a tight connection between the accumulator technique and the difference-list technique. However, what is still lacking is a simple guideline on how to program with difference-lists. The matter has remained difficult. There have been some attempts to transform programs using calls of append/3 to concatenate lists or to insert elements into lists by automatic program transformation into difference-list programs.

From all this information, we have derived simple rules for manual programming with difference-lists. These rules were verified using various examples. We believe that it is much simpler to program directly with difference-lists than to use program transformation to obtain a difference-list program. The programmer is able to maintain and debug his/her original program more easily because he/she understands it better than a transformed program. Program transformation must preserve the semantics of the original program. If the transformation engine cannot decide whether the variable L in [X|L] denotes the empty list or a variable that does not occur elsewhere, a transformation into the difference-list notation must not be performed.
Difference-list procedures are more declarative and robust than procedures that use calls of append/3, where an infinite loop may occur if, say, the first and third arguments are variables. Avoiding calls of append/3 would avoid such errors as it could be demonstrated with the quicksort procedure (see also Figure 15). There are six possible permutations of two recursive calls and the call to append/3 in the clause for the step case. For one of these permutations, the quicksort procedure loops infinitely but the corresponding difference-list procedure does not.

The main advantage, from the programmer’s point of view, is that we have provided simple, schematic rules for using difference-lists. Our rules generalize both bottom-up construction of lists using accumulators and top-down construction of lists using calls to append/3 to the notion of difference-list. The introduction of the cons/2 procedure serves as a didactic means to facilitate and simplify the use of difference-lists. Calls of cons/2 could easily be removed from the procedures by an unfolding operation.

In our work so far, our interest has focused exclusively on the definition of the rules supporting programming with difference-lists. Future work should deal with a detailed analysis of the effects in terms of time and memory consumption. We have already noticed very different speedup rates for difference-list versions of procedures compared with the original procedures. There also seem to be significant differences in implementations of Prolog systems.
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Abstract. Optimized task scheduling is in general an NP-hard problem, even if the tasks are prioritized like surgeries in hospitals. Better pruning algorithms for the constraints within such constraint optimization problems, in particular for the constraints representing the objectives to be optimized, will result in faster convergence of branch & bound algorithms.

This paper presents new pruning rules for linear weighted (task) sums where the summands are the start times of tasks to be scheduled on an exclusively available resource and weighted by the tasks’ priorities. The presented pruning rules are proven to be correct and the speed-up of the optimization is shown in comparison with well-known general-purpose pruning rules for weighted sums.

1 Motivating Introduction

The allocation of non-preemptive activities (or tasks) on exclusively allocatable resources occurs in a variety of application domains: job-shop scheduling, time tabling as well as in surgery scheduling. Very often, the activities to be scheduled have priorities that have to be respected.

Example 1. Typically, the sequence of surgeries is organized with respect to the patients’ ASA scores. These values, ranging from 1 to 5, subjectively categorize patients into five subgroups by preoperative physical fitness and are named after the American Association of Anaesthetists (ASA). In the clinical practice, it is very common to schedule high risk patients, i.e. with a high ASA score, as early as possible and short surgeries before the long ones: a typical schedule is shown in Figure 1.

In the given example it is easy to respect the priorities of the activities, i.e. the ASA scores of the surgeries and their durations: it is only necessary to establish some ordering constraints stating that all surgeries with ASA score 3
<table>
<thead>
<tr>
<th>No.</th>
<th>Patient Code</th>
<th>Surgery</th>
<th>Start Time</th>
<th>End Time</th>
<th>ASA score</th>
<th>Duration</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3821</td>
<td>gastric banding</td>
<td>7:30 h</td>
<td>8:00 h</td>
<td>3</td>
<td>0:30</td>
</tr>
<tr>
<td>2</td>
<td>5751</td>
<td>appendectomy</td>
<td>8:00 h</td>
<td>8:30 h</td>
<td>3</td>
<td>0:30</td>
</tr>
<tr>
<td>3</td>
<td>2880</td>
<td>inguinal hernia, left</td>
<td>8:30 h</td>
<td>9:15 h</td>
<td>3</td>
<td>0:45</td>
</tr>
<tr>
<td>4</td>
<td>3978</td>
<td>fundoplication</td>
<td>9:15 h</td>
<td>10:45 h</td>
<td>3</td>
<td>1:30</td>
</tr>
<tr>
<td>5</td>
<td>7730</td>
<td>appendectomy</td>
<td>10:45 h</td>
<td>11:15 h</td>
<td>2</td>
<td>0:30</td>
</tr>
<tr>
<td>6</td>
<td>3881</td>
<td>gastric banding</td>
<td>11:15 h</td>
<td>11:55 h</td>
<td>2</td>
<td>0:40</td>
</tr>
<tr>
<td>7</td>
<td>3894</td>
<td>inguinal hernia, left</td>
<td>11:55 h</td>
<td>12:40 h</td>
<td>2</td>
<td>0:45</td>
</tr>
<tr>
<td>8</td>
<td>7962</td>
<td>fundoplication</td>
<td>12:40 h</td>
<td>15:10 h</td>
<td>2</td>
<td>2:30</td>
</tr>
<tr>
<td>9</td>
<td>8263</td>
<td>inguinal hernia, right</td>
<td>15:10 h</td>
<td>15:40 h</td>
<td>1</td>
<td>0:30</td>
</tr>
<tr>
<td>10</td>
<td>8120</td>
<td>inguinal hernia, right</td>
<td>15:40 h</td>
<td>16:25 h</td>
<td>1</td>
<td>0:45</td>
</tr>
<tr>
<td>11</td>
<td>8393</td>
<td>umbilical hernia</td>
<td>16:25 h</td>
<td>17:25 h</td>
<td>1</td>
<td>1:00</td>
</tr>
<tr>
<td>12</td>
<td>3939</td>
<td>enterectomy</td>
<td>17:25 h</td>
<td>19:25 h</td>
<td>1</td>
<td>2:00</td>
</tr>
</tbody>
</table>

**Fig. 1. A typical surgery schedule respecting the ASA scores**

are scheduled before all surgeries with value 2, which have to be scheduled before the ones with value 1. Further, these ordering constraints have to state that within the surgeries having the same ASA scores the shorter have to be before the longer ones. However, real life is more complicated: sometimes it is better to schedule a patient with low risk and a simple surgery between two complicated surgeries of high or moderate risk. Furthermore, beyond the surgeries’ ASA scores and their durations other objectives like the equipment to be used, the operation team members or the sepsis risk often have to be optimized, too. In these cases, the presented optimization criteria cannot be reflected by any “hard” constraints, because otherwise there might be a contradiction with other possibly controversial optimization criteria. Therefore, we propose to represent a prioritization of patients with high ASA scores and long surgery durations by a sum of the surgeries’ start times weighted by factors depending on their patients’ ASA scores. This sum might be one factor in a combining objective function, which is also influenced by other optimization criteria.

Concerning Example 1, the schedule presented in Figure 1 is intuitively perfect but mathematically suboptimal if we minimize the sum of start times of the surgeries weighted by their ASA scores 3, 2, 1: the weighted sum’s value is 5305 minutes if every start time is coded as the minutes after 7:30 a.m. An optimal but counterintuitive schedule where the surgeries are weighted by their ASA scores is presented in Figure 2, i.e. the surgeries are not ordered with respect to their ASA scores. In this schedule the sum value of the surgeries’ weighted start times is 4280 minutes. However, if we use the weights $10^{ASA}$, i.e. 1000, 100, 10 instead of 3, 2, 1, the first schedule is intuitive and optimal – its sum value is 315300 minutes.

Optimized scheduling of tasks on exclusively available resources, e.g., where the objective is a sum depending on the tasks’ start times, are in general NP-hard problems (cf. [2]). Nevertheless, constraint programming (CP) focuses on
<table>
<thead>
<tr>
<th>No.</th>
<th>Patient Code</th>
<th>Surgery</th>
<th>Start Time</th>
<th>End Time</th>
<th>ASA score</th>
<th>Duration</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3821</td>
<td>gastric banding</td>
<td>7:30 h</td>
<td>8:00 h</td>
<td>3</td>
<td>0:30</td>
</tr>
<tr>
<td>2</td>
<td>5751</td>
<td>appendectomy</td>
<td>8:00 h</td>
<td>8:30 h</td>
<td>3</td>
<td>0:30</td>
</tr>
<tr>
<td>3</td>
<td>7730</td>
<td>appendectomy</td>
<td>8:30 h</td>
<td>9:00 h</td>
<td>2</td>
<td>0:30</td>
</tr>
<tr>
<td>4</td>
<td>2880</td>
<td>inguinal hernia, left</td>
<td>9:00 h</td>
<td>9:45 h</td>
<td>3</td>
<td>0:45</td>
</tr>
<tr>
<td>5</td>
<td>3881</td>
<td>gastric banding</td>
<td>9:45 h</td>
<td>10:25 h</td>
<td>2</td>
<td>0:40</td>
</tr>
<tr>
<td>6</td>
<td>3894</td>
<td>inguinal hernia, left</td>
<td>10:25 h</td>
<td>11:10 h</td>
<td>2</td>
<td>0:45</td>
</tr>
<tr>
<td>7</td>
<td>8263</td>
<td>inguinal hernia, right</td>
<td>11:10 h</td>
<td>11:40 h</td>
<td>1</td>
<td>0:30</td>
</tr>
<tr>
<td>8</td>
<td>3978</td>
<td>fundoplication</td>
<td>11:40 h</td>
<td>13:10 h</td>
<td>3</td>
<td>1:30</td>
</tr>
<tr>
<td>9</td>
<td>8120</td>
<td>inguinal hernia, right</td>
<td>13:10 h</td>
<td>13:55 h</td>
<td>1</td>
<td>0:45</td>
</tr>
<tr>
<td>10</td>
<td>8393</td>
<td>umbilical hernia</td>
<td>13:55 h</td>
<td>14:55 h</td>
<td>1</td>
<td>1:00</td>
</tr>
<tr>
<td>11</td>
<td>7962</td>
<td>fundoplication</td>
<td>14:55 h</td>
<td>17:25 h</td>
<td>2</td>
<td>2:30</td>
</tr>
<tr>
<td>12</td>
<td>3939</td>
<td>enterectomy</td>
<td>17:25 h</td>
<td>19:25 h</td>
<td>1</td>
<td>2:00</td>
</tr>
</tbody>
</table>

Fig. 2. A surgery schedule minimizing the sum of start times weighted by their ASA scores

these problems, resulting in polynomial algorithms for pruning the search space (e.g., [2, 3, 5, 13]) as well as in heuristic and specialized search procedures for finding solutions (e.g., [11, 14, 15]).

Thus, obvious and straightforward approaches to solve such optimization problems in CP would be mainly based on two global constraints: a constraint stating that the tasks are not overlapping in time on the one hand and on the other hand on a sum of the tasks’ weighted start times.

**Example 2.** Let three tasks be given which will be allocated to a common exclusively available resource:

- task no. 1 with duration $d_1 = 3$ and priority $\alpha_1 = 3$,
- task no. 2 with duration $d_2 = 6$ and priority $\alpha_2 = 3$,
- task no. 3 with duration $d_3 = 6$ and priority $\alpha_3 = 2$.

The tasks must not start before a given time 0, i.e. their not yet determined start times (variables) $s_1$, $s_2$ and $s_3$, respectively, must be non-negative. Furthermore the objective $r = \alpha_1 \cdot s_1 + \alpha_2 \cdot s_2 + \alpha_3 \cdot s_3$ has to be minimized. An obvious CP model of this problem in any established CP system over finite domains (e.g., CHIP, ECLP$^*$, SICStus, etc.) is

$$\text{disjoint}([s_1, s_2, s_3], [3, 6, 6])$$

$$\land s_1 \geq 0 \land s_2 \geq 0 \land s_3 \geq 0 \land r = 3 \cdot s_1 + 3 \cdot s_2 + 2 \cdot s_3$$

where the constraint $\text{disjoint}([s_1, \ldots, s_n], [d_1, \ldots, d_n])$ states that either $s_i + d_i \leq s_j$ or $s_j + d_j \leq s_i$ holds for $1 \leq i < j \leq n$.4 Any pruning of the variables’ domains

4 In some CP systems temporal non-overlapping of tasks in represented by the so-called sequence constraint instead of the disjoint constraint.
yields that the minimal value of $r$ is 0. This pruning is rather weak. Now, if we consider all six possible sequences of the three tasks, i.e. $(1, 2, 3), \ldots, (3, 2, 1)$ a better lower bound of $r$ is computable. For example, if we consider the task sequence $1, 2, 3$, the earliest start times are $s_1 = 0, s_2 = 3, s_3 = 9$ and thus $r = 3 \cdot 0 + 3 \cdot 3 + 2 \cdot 9 = 27$. However, if we consider the task sequence $3, 2, 1$, the earliest start times are $s_1 = 12, s_2 = 6, s_3 = 0$ and thus $r = 3 \cdot 12 + 3 \cdot 6 + 2 \cdot 0 = 54$ which is not a lower bound of $r$. Considering all task sequences the minimal admissible value of $r$ is 27 due to the temporal non-overlapping of the tasks. Unfortunately, this knowledge is not considered during the pruning of the variables' domains in the weighted sum.

Now, if we schedule task no. 2 to be first, i.e. $s_2 = 0$, then either the task sequence $2, 1, 3$ or $2, 3, 1$ is possible. In the first case, the earliest start times are $s_1 = 6, s_3 = 9$ and thus $r = 3 \cdot 6 + 3 \cdot 0 + 2 \cdot 9 = 36$. In the last case, the earliest start times are $s_1 = 12, s_3 = 6$ and thus $r = 3 \cdot 12 + 3 \cdot 6 + 2 \cdot 6 = 48$. It follows that the minimal admissible value of $r$ is 36. This might contradict an upper bound of the variable (e.g., 35) set by a branch & bound optimization to minimize $r$, hence terminating the search for a better solution. Without this knowledge, the minimal value of $r$ is 30 if we add $s_2 = 0$ to the CP model with the weighted sum constraint: In general the pruning algorithms for exclusively available resources (cf. [2, 10, 12, 13]) will prune the potential start times of the remaining tasks to be at least $6 = s_2 + d_2$. Thus, the earliest possible start times of the tasks no. 1 and no. 3 is 6, which computes to $\text{min}(R) = 3 \cdot 6 + 3 \cdot 0 + 2 \cdot 6 = 30$. Thus, the detection of a contradiction with $r$’s upper bound 35 requires the allocation of at least one more task. – Summarizing, we observe a well-known situation in CP modeling: “The drawback of these approaches comes from the fact that the constraints are handled independently” [7].

2 Aim, Related Work and Contribution

The aim of the presented work is an efficient calculation of a better bounds of any variable $r$ constrained to $r = \sum_i \alpha_i s_i$ where $\alpha_i \in \mathbb{Q}$ are positive weights and $s_i$ are the variable start times of some tasks that has to processed sequentially without temporal overlapping. “Better” means better than the lower bound that is computable in interval arithmetics for weighted sums in general. “Efficient” means without consideration of all possible task sequences – $O(n!)$ in the worst case.

The idea to consider constraints “more globally” while processing others is well known and well established (see e.g., [4]) because it results in better pruning of the search space and thus in better performance. Surprisingly, only a few proposals are made to combine the knowledge of so-called global constraints, too. In [1] an extension of the \texttt{alldifferent} constraint is made to consider inter-distance conditions in scheduling. In [7] a new constraint is proposed that combines a sum and a difference constraint. To our knowledge, in this article a proposal is made the first time that combines a disjoint constraint (cf. [2, 10, 12]) with a weighted sum (see e.g., [8]) and shows its practical relevance. In the following, we introduce
new techniques for this new global constraint that allows us to tackle the fact that the variables in the summands of the considered weighted sums are the start times of tasks to be sequentially ordered, i.e. allocated to an exclusively available resource. This knowledge yields stronger and efficient pruning resulting in earlier detections of dead ends during the search for a minimal sum value. This is shown by experimental results.

The paper is organized as follows: next, the considered problems, i.e. prioritized task scheduling problems are formally defined. Second, the general pruning rules for weighted sums are recapitulated. Based on these rules, we deduce new ones for sums where the summands are weighted start times of tasks to be processed sequentially are presented. Additionally, we prove their correctness formally. Further, the rules’ proper integration in constraint programming is described. Then, the better performance of the new pruning rules compared to the more general ones is shown by empirical examinations of different kinds of surgery optimization problems. Last but not least, the paper concludes with some remarks.

3 Definitions

Formally, a prioritized task scheduling problem like the scheduling of surgeries presented in Example 1 is a constraint optimization problem (COP) over finite domains. This COP is characterized by a finite task set $T = \{t_1, \ldots, t_n\}$. Each task $t_i \in T$ has an a-priori determined, positive integer-valued duration $d_i$. However, the start times $s_1, \ldots, s_n$ of the tasks in $T$ are initially finite-domain variables having integer-valued finite potential start times, i.e. the constraints $s_i \in S_i$ hold for $i = 1, \ldots, n$, where $S_i$ is the set of potential start times of the task $t_i \in T$. Furthermore, each task $t_i \in T$ has a fixed positive priority $\alpha_i \in \mathbb{Q}$.

Basically, the tasks in $T$ have to be scheduled non-preemptively and sequentially – neither with any break while performing a task nor with any temporal overlap of any two tasks – on a commonly used exclusively available resource (e.g., a machine, an employee, etc. or especially an operating room). However, breaks between different tasks are allowed, e.g., for setting-up the used machine.

Ignoring other objectives and for simplicity’s sake, the tasks in $T$ have to be scheduled such that the sum of prioritized start times is minimal. Thus, the first part of the problem is to find a solution, i.e. some start times $s_1 \in S_1, \ldots, s_n \in S_n$ such that $\bigwedge_{1 \leq i < j \leq n} (s_i + d_i \leq s_j \lor s_j + d_j \leq s_i)$ holds. Furthermore, this solution has to be minimal, i.e. it minimizes the sum $\sum_{i=1}^{n} \alpha_i \cdot s_i$ such that for any other solution $s'_1 \in S_1, \ldots, s'_n \in S_n$ it holds: $\sum_{i=1}^{n} \alpha_i \cdot s_i \leq \sum_{i=1}^{n} \alpha_i \cdot s'_i$.

In the following, we call this problem, which is characterized by a task set $T$, the Prioritized Task Scheduling Problem of $T$, or PTSP($T$) for short. Furthermore, we call a PTSP($T$) solvable if a (minimal) solution exists.

---

4 The maximization of the sum is a symmetric problem and handled analogously.
5 The inequalities reflect the fact that breaks between tasks are allowed.
4 Better Pruning for the PTSP

In the following we consider a weighted sum constraint \( r = \sum_{i=1}^{n} \alpha_i \cdot s_i \) with positive rational factors \( \alpha_1, \ldots, \alpha_n \) and finite domain variables \( s_1 \in S_1, \ldots, s_n \in S_n \) and \( r \in \mathbb{R} \). In detail, the domains of these variables are finite sets of integer values. A pruning scheme for such a weighted sum has been proposed in [8]. It works as follows. Based on the domains’ minimal and maximal values new lower and upper bounds (lwbs and upbs) for the variables’ values are computed:

\[
lwb(s_k) = \left( \frac{1}{\alpha_k} \cdot \min(R) - \sum_{i=1, i \neq k}^{n} \frac{\alpha_i}{\alpha_k} \cdot \max(S_i) \right)
\]

\[
upb(s_k) = \left( \frac{1}{\alpha_k} \cdot \max(R) - \sum_{i=1, i \neq k}^{n} \frac{\alpha_i}{\alpha_k} \cdot \min(S_i) \right)
\]

for \( k = 1, \ldots, n \) and in particular

\[
lwb(r) = \left( \sum_{i=1}^{n} \alpha_i \cdot \min(S_i) \right) \quad \text{and} \quad upb(r) = \left( \sum_{i=1}^{n} \alpha_i \cdot \max(S_i) \right)
\]

Then, the domains are updated with these bounds\(^6\):

\[
S'_k = S_k \cap [lwb(s_k), upb(s_k)] \quad \text{for} \quad k = 1, \ldots, n \quad \text{and} \quad R' = R \cap [lwb(r), upb(r)]
\]

Finally, this process is iterated until a fix-point is reached, i.e. none of the domains change anymore.

As shown in Example 2, this pruning procedure applied to an PTSP(\( T \)) is too general if the minimal start times of all tasks have almost the same value. In this case, the fact that the variables \( s_1, \ldots, s_n \) are start times of tasks to be serialized is not considered. Also shown in Example 2, this results in rather poor pruning and rather late detection of dead ends during a branch & bound search for good or even best solutions where the greatest value of \( r \) is bound to the actual objective value. We must therefore look for an alternative approximation of the lower bound of the variable \( r \) using the knowledge about the variables in the sum’s summands.

**Observation:** Given a PTSP(\( T \)) with the task set \( T = \{ t_1, \ldots, t_n \} \) then for any solution \( \tilde{s}_1 \in S_1, \ldots, \tilde{s}_n \in S_n \) such that \( \tilde{s}_{\sigma(i)} + d_{\sigma(i)} \leq \tilde{s}_{\sigma(j)} \) is satisfied for \( 1 \leq i < j \leq n \) and a permutation \( \sigma : \{1, \ldots, n\} \rightarrow \{1, \ldots, n\} \) it holds

\[
\tilde{s}_{\sigma(1)} + d_{\sigma(1)} \leq \tilde{s}_{\sigma(2)} \quad \tilde{s}_{\sigma(2)} + d_{\sigma(2)} \leq \tilde{s}_{\sigma(3)} \quad \vdots \leq \tilde{s}_{\sigma(n-1)} \quad \tilde{s}_{\sigma(n-1)} + d_{\sigma(n-1)} \leq \tilde{s}_{\sigma(n)}
\]

\(^6\) The updated domains are quoted for a better discrimination.
or more condensed: $\bar{s}_{\sigma(1)} + \sum_{j=1}^{i-1} d_{\sigma(j)} \leq \bar{s}_{\sigma(i)}$ for $i = 1, \ldots, n$. It follows that

$$\sum_{i=1}^{n} \alpha_i \cdot \bar{s}_i = \sum_{i=1}^{n} \alpha_{\sigma(i)} \cdot \bar{s}_{\sigma(i)} \geq \sum_{i=1}^{n} \alpha_{\sigma(i)} \cdot \left( \sum_{j=0}^{i-1} d_{\sigma(j)} \right)$$

holds, if we define $\sigma(0) = 0$ and $d_0 \leq \min(S_{\sigma(1)})$ to be a lower bound of the earliest start time of $s_{\sigma(1)}$. This means that we are interested in a permutation $\theta : \{0, \ldots, n\} \rightarrow \{0, \ldots, n\}$ with $\theta(0) = 0$ and, e.g.: $d_0 = \min(S_1 \cup \ldots \cup S_n)$ such that

$$\sum_{i=1}^{n} \alpha_i \cdot s_i \geq \sum_{i=1}^{n} \alpha_{\theta(i)} \cdot \left( \sum_{j=0}^{i-1} d_{\theta(j)} \right)$$

holds for all solutions of the PTSP($T$). This observation is the basis for better approximations of the bounds of $r$ resulting from some theoretical examinations concerning the ordering on the tasks in $T$. Therefore, the following lemma formulates a crucial property using the fact that it is always possible to sort the tasks in $T$ such that $\frac{d_i}{\alpha_i} \leq \frac{d_j}{\alpha_j}$ holds for $1 \leq i < j \leq n$.

**Lemma 1.** Consider a PTSP($T$) with the tasks in $T = \{t_1, \ldots, t_n\}$ be ordered such that

$$\frac{d_i}{\alpha_i} \leq \frac{d_j}{\alpha_j} \text{ holds for } 1 \leq i < j \leq n$$

and $d_0 = \min(S_1 \cup \ldots \cup S_n)$ be the earliest potential start time of all tasks in $T$.

Further consider a permutation $\sigma : \{0, 1, \ldots, n\} \rightarrow \{0, 1, \ldots, n\}$ with $\sigma(0) = 0$ and an index $k \in \{1, \ldots, n\}$ such that the inequality $\sigma(k) > \sigma(k + 1)$ holds.

Then swapping the $k$-th and the $k + 1$-th task never increases the total sum, i.e.

$$\sum_{i=1}^{n} \alpha_{\theta(i)} \cdot \left( \sum_{j=0}^{i-1} d_{\theta(j)} \right) \leq \sum_{i=1}^{n} \alpha_{\sigma(i)} \cdot \left( \sum_{j=0}^{i-1} d_{\sigma(j)} \right)$$

for the resulting permutation $\theta$ with $\theta(i) = \sigma(i)$ for $i \in \{1, \ldots, n\} \setminus \{k, k + 1\}$ and $\theta(k) = \sigma(k + 1)$ as well as $\theta(k + 1) = \sigma(k)$.
Proof. It holds that
\[
\sum_{i=1}^{n} \alpha_{\theta(i)} \cdot \left( \sum_{j=0}^{i-1} d_{\theta(j)} \right) = \sum_{i=1}^{k-1} \alpha_{\sigma(i)} \cdot \left( \sum_{j=0}^{i-1} d_{\sigma(j)} \right) + \alpha_{\sigma(k)} \cdot \left( \sum_{j=0}^{k-1} d_{\sigma(j)} \right) + \sum_{i=k+2}^{n} \alpha_{\sigma(i)} \cdot \left( \sum_{j=0}^{i-1} d_{\sigma(j)} \right)
\]

Further, with \( \sigma(k+1) < \sigma(k) \) it also holds that \( \alpha_{\sigma(k)} \cdot d_{\sigma(k+1)} \leq \alpha_{\sigma(k+1)} \cdot d_{\sigma(k)} \).

Thus, the inequality
\[
\sum_{i=1}^{n} \alpha_{\theta(i)} \cdot \left( \sum_{j=0}^{i-1} d_{\theta(j)} \right) \leq \sum_{i=1}^{n} \alpha_{\sigma(i)} \cdot \left( \sum_{j=0}^{i-1} d_{\sigma(j)} \right)
\]

immediately follows: the summand \( \alpha_{\sigma(k)} \cdot d_{\sigma(k+1)} - \alpha_{\sigma(k+1)} \cdot d_{\sigma(k)} \) has no positive value because of the assumed ordering of the tasks.

The knowledge deduced in Lemma 1 is used in the following theorem to prove that the non-decreasing ordering of the tasks with respect to their duration/priority quotients results in a minimal sum of accumulated durations:

**Theorem 1.** Let a PTSP\( (T) \) be given. Further, it is assumed that the tasks in \( T = \{t_1, \ldots, t_n\} \) are ordered such that

\[
\frac{d_i}{\alpha_i} \leq \frac{d_j}{\alpha_j} \quad \text{holds for} \quad 1 \leq i < j \leq n.
\]

Then, for an arbitrary permutation \( \sigma : \{0,1,\ldots,n\} \to \{0,1,\ldots,n\} \) with \( \sigma(0) = 0 \) it holds

\[
\sum_{i=1}^{n} \alpha_i \cdot \left( \sum_{j=0}^{i-1} d_j \right) \leq \sum_{i=1}^{n} \alpha_{\sigma(i)} \cdot \left( \sum_{j=0}^{i-1} d_{\sigma(j)} \right),
\]

where \( d_0 = \min(S_1 \cup \ldots \cup S_n) \) be the earliest potential start time of all tasks in \( T \).
Proof. The inequality to be shown is proven by induction over \( n \), the numbers of tasks. Obviously, it holds for one task (\( n = 1 \)); there is exactly one permutation \( \sigma \) – the identity.

For the induction step from \( n \) to \( n+1 \) let \( n+1 \) ordered tasks and an arbitrary permutation \( \sigma : \{0, 1, \ldots, n, n+1\} \to \{0, 1, \ldots, n, n+1\} \) with \( \sigma(0) = 0 \) be given. Now during the induction step the fact is used that the permut ation of the first \( n \) tasks. Obviously, it holds for one task (\( n = 1 \)).

We denote \( \sum_{i=1}^{n+1} \alpha_{\sigma(i)} \cdot \left( \sum_{j=0}^{i-1} d_{\sigma(j)} \right) \) does not influence the value of the last summand \( \alpha_{\sigma(n+1)} \cdot \left( \sum_{j=1}^{n} d_{\sigma(j)} \right) \). This results in the following two equalities and by induction in the final inequality:

\[
\sum_{i=1}^{n+1} \alpha_{\sigma(i)} \cdot \left( \sum_{j=0}^{i-1} d_{\sigma(j)} \right) = \sum_{i=1}^{n} \alpha_{\sigma(i)} \cdot \left( \sum_{j=0}^{i-1} d_{\sigma(j)} \right) + \alpha_{\sigma(n+1)} \cdot \left( \sum_{j=0}^{n} d_{\sigma(j)} \right) \\
\geq \sum_{i=1}^{n+1} \alpha_{\sigma(i)} \cdot \left( \sum_{j=0}^{i-1} d_{\sigma(j)} \right) + \alpha_{\sigma(n+1)} \cdot \left( \sum_{j=0}^{n} d_{\sigma(j)} \right)
\]

Now, let \( k = \sigma(n+1) \). If \( k \neq n+1 \), i.e. \( k < n+1 \) holds, the successive swaps of the \( k \)-th task and the \((n+1)\)-th, \ldots, \((k+1)\)-th tasks yields to the sum \( \sum_{i=1}^{n+1} \alpha_{i} \cdot \left( \sum_{j=0}^{i-1} d_{j} \right) \). Lemma 1 states that during these successive swaps the total sum is never increased. Concluding, the inequality to be proven holds:

\[
\sum_{i=1}^{n+1} \alpha_{\sigma(i)} \cdot \left( \sum_{j=0}^{i-1} d_{\sigma(j)} \right) \geq \sum_{i=1}^{n} \alpha_{i} \cdot \left( \sum_{j=0}^{i-1} d_{j} \right)
\]

This means that Theorem 1 results in a non-trivial lower bound of \( r \):

**Corollary 1.** Let a PTSP(T) be given with \( T = \{t_1, \ldots, t_n\} \) such that \( \frac{d_i}{s_i} \leq \frac{d_j}{s_j} \) holds for \( 1 \leq i < j \leq n \). Further, let \( d_0 = \min(S_1 \cup \ldots \cup S_n) \), the objective \( r = \sum_{i=1}^{n} \alpha_{i} \cdot s_{i} \), and

\[
lwb'(r) = \left[ \sum_{i=1}^{n} \alpha_{i} \cdot \left( \sum_{j=0}^{i-1} d_{j} \right) \right]
\]

be defined. Then, the pruning of the domain \( R \) of the sum variable \( r \) by updating \( R' = R \cap [lwb'(r), \text{upb}(r)] \) is correct, i.e. all values of \( r \) which are part of any solution of the PTSP(T) are greater than or equal to \( lwb'(r) \).

Analogously, there is a similar non-trivial approximation of the upper bound of the objective:

\[\text{A formal proof of this symmetric statement is omitted because the argumentation is analogous.}\]
Corollary 2. Let a PTSP \((T)\) be given with \(T = \{t_1, \ldots, t_n\}\) such that \(\frac{d_i}{\alpha_i} \geq \frac{d_j}{\alpha_j}\) holds for \(1 \leq i < j \leq n\). Further, let \(e_n = \max(S_1 \cup \ldots \cup S_n)\), the objective \(r = \sum_{i=1}^{n} \alpha_i \cdot s_i\), and

\[
\text{upb}'(r) = \left[ \sum_{i=1}^{n} \alpha_i \cdot (e_n - \sum_{j=i}^{n-1} d_j) \right]
\]

be defined. Then, the pruning of the domain \(R\) of the sum variable \(r\) by updating \(R' = R \cap [\text{lb}'(r), \text{upb}'(r)]\) is correct, i.e. all values of \(r\) which are part of any solution of the PTSP\((T)\) are especially less than or equal to \(\text{upb}'(r)\).

5 Practical Application

For a practical application of Theorem 1 and its corollaries in a constraint programming system any change of the potential start times of the tasks has to be considered immediately. This means that the bounds of the variables have to be updated after any change of the variables domains. This update has to be performed in particular during the search for a solution where some of the tasks are already scheduled while others are not. These situations offer the opportunity to compute more adequate bounds for the weighted sum. This will be considered in the following.

Let a PTSP\((T)\) with ordered tasks \(T = \{t_1, \ldots, t_n\}\) be given such that \(\frac{d_i}{\alpha_i} \leq \frac{d_j}{\alpha_j}\) holds for \(1 \leq i < j \leq n\). Then, especially during the search for (minimal) solutions of the PTSP some of the tasks will be scheduled. Thus, there will be a partition of already scheduled tasks \(S = \{t_{p_1}, \ldots, t_{p_q}\}\) and unscheduled tasks \(U = \{t_{u_1}, \ldots, t_{u_v}\}\) such that \(S \cup U = T\) and \(S \cap U = \emptyset\) holds. For the scheduled tasks the start times are determined, i.e. \(S_{p_1} = \{w_1\}, \ldots, S_{p_q} = \{w_q\}\). The start times of the unscheduled tasks are undetermined, i.e. \(|S_{u_1}| > 1, \ldots, |S_{u_v}| > 1\).

Following Corollary 1 for all potential start times \(s_1 \in S_1, \ldots, s_n \in S_n\) it holds that

\[
\sum_{i=1}^{n} \alpha_i \cdot s_i = \sum_{i=1}^{q} \alpha_{p_i} \cdot s_{p_i} + \sum_{j=1}^{v} \alpha_{u_j} \cdot s_{u_j} \\
\geq \sum_{i=1}^{q} \alpha_{p_i} \cdot w_i + \sum_{j=1}^{v} \alpha_{u_j} \cdot \left( \sum_{k=0}^{j-1} d_{u_k} \right)
\]

where \(d_{u_0} = \min(S_{u_1} \cup \ldots \cup S_{u_v})\) is the earliest potential start time of all unscheduled tasks in \(U\). This means that Corollary 1 results in another, more adequate, non-trivial lower bound of \(r\):

\[
\text{lwb}''(r) = \left[ \sum_{i=1}^{q} \alpha_{p_i} \cdot w_i + \sum_{j=1}^{v} \alpha_{u_j} \cdot \left( \sum_{k=0}^{j-1} d_{u_k} \right) \right].
\]
Now, let the same PTSP($T$) be considered. However, its tasks $T = \{t_1^*, \ldots, t_n^*\}$ are sorted in reverse order, i.e. $\frac{d_{i\rightarrow j}}{w_i} \geq \frac{d_{i\rightarrow j}}{w_j}$ holds for $1 \leq i < j \leq n$. Then, especially during the search for solutions of the PTSP some of the tasks will be scheduled. Again, there will be a partition of already scheduled tasks $S = \{t_{p_1}^*, \ldots, t_{p_q}^*\}$ and unscheduled tasks $U = \{t_{u_1}^*, \ldots, t_{u_{q'}}^*\}$ such that $S \cup U = T$ and $S \cap U = \emptyset$ holds. For the scheduled tasks the start times are determined, i.e. $S_{p_i}^* = \{w_{1i}^*, \ldots, w_{mi}^*\}$. The start times of the unscheduled tasks are undetermined, i.e. $|S_{u_i}^*| > 1, \ldots, |S_{u_i}^*| > 1$.

Following Corollary 2 for all potential start times $s_1^* \in S_1^*, \ldots, s_n^* \in S_n^*$ it holds that

$$
\text{upb}''(r) = \left[ \sum_{i=1}^{q} \alpha_{pi}^* \cdot w_i^* + \sum_{j=1}^{v} \alpha_{uj}^* \cdot (c_{ij}^* - \sum_{k=j}^{v-1} d_{uk}^*) \right],
$$

where $c_{ij}^* = \max(S_{u_1}^* \cup \ldots \cup S_{u_j}^*)$ is the latest potential start time of all unscheduled tasks in $U$.

**Example 3 (Example 2 continued).** Considering again the three tasks to be allocated to a common exclusively available resource. Now, if we schedule task no. 2 to be first with $s_2 = 0$, then in general the pruning algorithms (cf. e.g., [2, 10, 12, 13]) will prune the potential start times of the remaining tasks to be not less than $s_2 + d_2 = 6$. Thus, $d_{u_2} = \min(S_1 \cup S_2) \geq 6$ holds and it follows: $\alpha_1 \cdot s_1 + \alpha_2 \cdot s_2 + \alpha_3 \cdot s_3 \geq \alpha_2 \cdot s_2 + \alpha_3 \cdot d_{u_2} + \alpha_3 \cdot (d_{u_2} + d_1) \geq 3 \cdot 0 + 3 \cdot 6 + 2 \cdot (6 + 3) = 36$ – the value stated in Example 2 is now provided with evidence.

**Corollary 3.** Let a PTSP($T$) be given with $T = \{t_1, \ldots, t_n\}$ and the objective $r = \sum_{i=1}^{n} \alpha_i \cdot s_i$. Then, the pruning of the domain $R$ of the sum variable $r$ by updating

$$
R' = R \cap [\text{lwbs}''(r), \text{upb}''(r)]
$$

is correct, i.e. all values of $r$ which are part of any solution of the PTSP($T$) are greater than or equal to $\text{lwbs}''(r)$ and less than or equal to $\text{upb}''(r)$. \qed

### 6 Empirical Examination

For an empirical examination of the influence of the presented bounds during the search for (minimal) solutions of PTSPs we implemented the pruning rules with the presented approximations $\text{lwbs}'$ and $\text{lwbs}''$ as well as their counterparts $\text{upbs}'$ and $\text{upbs}''$ in a specialized WeightedTaskSum constraint solving library firstCS [6]. WeightedTaskSum specializes firstCS’ WeightedSum constraints implementing the general pruning rules (cf. [8]) for weighted sums, i.e. $S = \sum_{i=1}^{n} \alpha_i A_i$ on finite domain variables $S, A_1, \ldots, A_n$. Additionally, the implementation of WeightedTaskSum takes into account that the variables $A_1, \ldots, A_n$ are the start times of tasks that must not overlap in time. Thus, the durations of the tasks are additional parameters of this constraint.
For the optimization we used a branch & bound approach based on a monotonic bounding scheme: given a (suboptimal) solution of the CSP of the considered COP with actual objective value \( \text{obj} \) an attempt is made to find a better solution with an objective value less than \( \text{obj} \). The search continues until no better solution is found. Then, the most recently found solution is a minimal solution of the PTSP.

The used branching scheme is a left-to-right, depth-first incremental tree search which avoids re-traversals of already visited paths in the search tree containing suboptimal solutions (cf. [9]). The applied search strategy is specialized for contiguous task scheduling [14].

The pruning rules implemented in the \textbf{WeightedTaskSum} constraint are applied to real life task scheduling problems like the scheduling of surgeries in hospitals. The latter was indeed the ultimate cause to search for better and specialized pruning algorithms: the respond times of an interactive surgery scheduler based on our Java constraint solving library \texttt{firstCS} [6] were not satisfactory. With the help of the \textbf{WeightedTaskSum} constraint, we managed to solve a real world problem where the user expectations with regard to quality and speed could be fulfilled.

For the sake of simplicity, we will restrict ourselves to Example 1 in order to demonstrate how the \textbf{WeightedTaskSum} constraint can improve the search process. We compare the scheduling using the \textbf{WeightedTaskSum} and \textbf{WeightedSum} constraints, respectively. Both constraints were combined with an implementation of disjoint constraints, called \texttt{SingleResource} in \texttt{firstCS}. Any \texttt{SingleResource} constraint avoids overlapping of tasks on an exclusively available resource and performs edge-finding, not-first-/not-last-detection and other pruning strategies (cf. [13]). The results for the reunite comparison\(^8\) are shown in Figure 3 and Figure 4.

| Number of surgeries | \text{PTSP}(T) \text{ with WeightedTaskSum constraint}\()\text{ computation of a 1st opt. solution} & \text{PTSP}(T) \text{ with WeightedSum constraint}\()\text{ computation of a 1st opt. solution} |
|---------------------|---------------------------------------------------|---------------------------------------------------|
|                     | time/msec. \# choices \# backtracks                | time/msec. \# choices \# backtracks                |
| 8                   | 13 \hspace{1cm} 55 \hspace{1cm} 25               | 119 \hspace{1cm} 696 \hspace{1cm} 674            |
| 9                   | 27 \hspace{1cm} 91 \hspace{1cm} 46               | 523 \hspace{1cm} 2842 \hspace{1cm} 2817          |
| 10                  | 64 \hspace{1cm} 301 \hspace{1cm} 181            | 2212 \hspace{1cm} 12242 \hspace{1cm} 12177        |
| 11                  | 135 \hspace{1cm} 623 \hspace{1cm} 396           | 13228 \hspace{1cm} 72035 \hspace{1cm} 71914       |
| 12                  | 153 \hspace{1cm} 771 \hspace{1cm} 462           | 51198 \hspace{1cm} 302707 \hspace{1cm} 302552     |

\textbf{Fig. 3.} Comparison of the measured runtime, the choices made, and the performed backtracks for finding a minimal solution of a PTSP\((T)\) using the \textbf{WeightedTaskSum} and \textbf{WeightedSum} constraints, respectively.

\(^8\) The results were obtained by using a Pentium IV PC with 3.06 GHz and 1 GB RAM.
<table>
<thead>
<tr>
<th>Number of surgeries</th>
<th>PTSP(T) with WeightedTaskSum</th>
<th>PTSP(T) with WeightedSum</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>computation of a 1st opt. solution</td>
<td>computation of a 1st opt. solution</td>
</tr>
<tr>
<td></td>
<td>time/msec</td>
<td># choices</td>
</tr>
<tr>
<td>8</td>
<td>100</td>
<td>741</td>
</tr>
<tr>
<td>9</td>
<td>228</td>
<td>1690</td>
</tr>
<tr>
<td>10</td>
<td>343</td>
<td>2394</td>
</tr>
<tr>
<td>11</td>
<td>753</td>
<td>4908</td>
</tr>
<tr>
<td>12</td>
<td>1391</td>
<td>9050</td>
</tr>
</tbody>
</table>

Fig. 4. Comparison of the measured runtime, the choices made, and the performed backtracks for finding a minimal solution of a PTSP(T) using the reversed order on the tasks as well as the WeightedTaskSum and WeightedSum constraints, respectively.

The tables in both figures show how the runtime, the number of choices and backtracks increase by the increasing number of surgeries to be scheduled. In the first row the number of surgeries which have to be scheduled are indicated. For the purpose of comparison by the number of surgeries we shortened the schedule of Example 1 by the last surgeries of each ASA score category. This means, we considered the first surgery with ASA score 3, then the first surgery with ASA score 2, the first with score 1, the second with score 3, etc. in Figure 3 and the reversed order in Figure 4.

Obviously, the WeightedTaskSum constraint yields much faster to the first optimal solutions than the WeightedSum constraint. Whereas the runtime using the latter increases exponentially, the runtime using the WeightedTaskSum increases only slightly. During further examination of the search process we found out that the search using the WeightedSum constraint took up most of the time needed for finding the optimum before the proof of the optimum could be executed. However, both phases took much longer than the equivalent phases of the search using the WeightedTaskSum constraint.

At this point it has to be mentioned that the computed schedule – either using the WeightedTaskSum or the WeightedSum constraint – is the schedule presented in Figure 2 which is different from the intended schedule shown in Figure 1. This difference does not reflect an error. Rather, it is one of the cases – which we mentioned earlier in the introduction – where lower risk surgeries are scheduled before higher risk surgeries. However, if we want the exact ordering as shown in Figure 1 by using the weighted (task) sum constraints, we can increase the weights of the weighted (task) sum induced by the ASA scores non-proportionally: either as shown in the introductory Example 1 or by representing ASA score 3 by weight 300, 2 by 20 and 1 by itself. In any case an adequate representation – resulting in the desired ordering – can be computed easily: the weights have to be chosen such that $\frac{d_i}{\alpha_i} \leq \frac{d_j}{\alpha_j}$ holds for $1 \leq i < j \leq n$. When we increase the weights in the described manner the schedule will be computed not only exactly as shown in...
In addition, the search which uses the **WeightedSum** constraint will find the first optimal solution much faster than before. Figure 5 shows how the increased weights (300 for 3 etc.) drastically change the comparison between **WeightedTaskSum** and **WeightedSum** based search. Especially in the case where the surgeries are considered in reversed order – cf. Figure 6 – the runtime complexity of both optimizations behave similarly. However, the **WeightedTaskSum** based search still performs better than the **WeightedSum** based solution process.

<table>
<thead>
<tr>
<th>Number of surgeries</th>
<th>PTSP(T) with WeightedTaskSum computation of a 1st opt. solution</th>
<th>PTSP(T) with WeightedSum computation of a 1st opt. solution</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>time/msec.</td>
<td># choices</td>
</tr>
<tr>
<td>8</td>
<td>24</td>
<td>78</td>
</tr>
<tr>
<td>9</td>
<td>28</td>
<td>115</td>
</tr>
<tr>
<td>10</td>
<td>67</td>
<td>208</td>
</tr>
<tr>
<td>11</td>
<td>132</td>
<td>324</td>
</tr>
<tr>
<td>12</td>
<td>149</td>
<td>438</td>
</tr>
</tbody>
</table>

**Fig. 5.** Comparison of the measured runtime, the choices made and the performed backtracks for finding a minimal solution with regard to the non-proportional increased weights and already chosen orders of surgeries.

<table>
<thead>
<tr>
<th>No. of surgeries</th>
<th>PTSP(T) with WeightedTaskSum computation of a 1st opt. solution</th>
<th>PTSP(T) with WeightedSum computation of a 1st opt. solution</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>time/msec.</td>
<td># choices</td>
</tr>
<tr>
<td>8</td>
<td>292</td>
<td>976</td>
</tr>
<tr>
<td>9</td>
<td>738</td>
<td>1993</td>
</tr>
<tr>
<td>10</td>
<td>1796</td>
<td>4170</td>
</tr>
<tr>
<td>11</td>
<td>4406</td>
<td>8606</td>
</tr>
<tr>
<td>12</td>
<td>7649</td>
<td>13449</td>
</tr>
</tbody>
</table>

**Fig. 6.** Comparison of the measured runtime, the choices made and the performed backtracks for finding a minimal solution with regard to the non-proportional increased weights and reversed orders of surgeries.

Of course, the runtime depends not only on the total number of surgeries but also on the distribution of the ASA score and the duration. With the **WeightedSum** constraint the computation of the first optimal solution takes much longer when most (or all) surgeries have the same ASA score and/or the same

---

9 The intended order is only computed if there are no additional constraints, e.g., time restrictions avoiding such a solution.
duration. The reason for this lies in a weaker propagation which results in a much later detection of dead ends during the search.

In Figure 7 we demonstrate how the ASA scores and the durations having the same value each may effect the runtime. We compared the performance of the WeightedTaskSum together with SingleResource against the computation of the sums for all permutations of the considered surgeries, just generating all combinations. – The examination of such problems is not just an “academic” issue without any practical relevance. On the contrary, we were faced with these kinds of problems by user demands.

The numbers in Figure 7 show that exponential exhaustive computations (\(O(n!))\) are necessary if we use WeightedSum either together with SingleResource or any other, even specialized constraint for scheduling equal length tasks\(^{10}\) (cf. [1]). However, WeightedTaskSum requires the least number of choices to find an optimal solution: \(n\) for the finding and proving the optimality where \(n\) is the number of surgeries.

<table>
<thead>
<tr>
<th>Number of surgeries</th>
<th>PTSP((T)) with WeightedTaskSum computation of a 1st opt. solution</th>
<th>PTSP((T)) with WeightedSum computation of all solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td>(n)</td>
<td>time/msec.</td>
<td># choices</td>
</tr>
<tr>
<td>8</td>
<td>11</td>
<td>8</td>
</tr>
<tr>
<td>9</td>
<td>15</td>
<td>9</td>
</tr>
<tr>
<td>10</td>
<td>15</td>
<td>10</td>
</tr>
<tr>
<td>11</td>
<td>17</td>
<td>11</td>
</tr>
<tr>
<td>12</td>
<td>17</td>
<td>12</td>
</tr>
</tbody>
</table>

Fig. 7. Comparison of the measured runtime, the made choices and the performed backtracks with the consideration of all combinations for finding a minimal solution with regard to problems where the ASA score and the duration have the same value each.

7 Conclusion and Future Work

The consideration of prioritized task scheduling problems shows that specialized constraint problems allow specialized and in this case even stronger pruning rules. In this paper, we invented new pruning rules for weighted sums where the summands are the weighted start times of tasks to be serialized. Then, the presented theoretical results are adopted for their practical application in constraint programming. Further, their adequacy was practically shown in a real-world application domain: the optimal sequencing of surgeries in hospitals. There, in contrast to the original rules the new pruning rules behave in very robust way, especially in real scheduling problems.

\(^{10}\) Using SingleResource the elapsed times are even worse than the presented numbers.
The time complexity for optimization diversifies significantly while using the original pruning rules; they are more stable for the considered kinds of problems applying the new rules.

Future work will focus on a generalization of the presented results where the summands are more general functions of the start times. Even the case where the summands are weighted squares of the start times is encouraging because

\[
(d_1)^2 + \cdots + (d_k)^2 \leq (d_1 + \cdots + d_k)^2
\]

holds for any positive durations \(d_1, \ldots, d_k\). This allows us to approximate the square of a start time \(s_{k+1}\) by

\[
(s_{k+1})^2 \geq (d_1 + \cdots + d_k)^2 \geq (d_1)^2 + \cdots + (d_k)^2.
\]

Based on this approximation we are convinced that a lemma analogous to Lemma 1 exists. However, there an ordering of the tasks \(T = \{t_1, \ldots, t_n\}\) is required such that \(\frac{(d_i)^2}{\alpha_i} \leq \frac{(d_j)^2}{\alpha_j}\) holds for \(1 \leq i < j \leq n\). This and all the consequences have to be formally proved and their practical relevance has to be examined, too.
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1 Unary Resources with Optional Activities

Many everyday scheduling problems deal with allocation of resources: Schools must assign rooms to lectures, factories must assign machines to tasks, train companies must assign tracks to trains. These problems are of high combinatorial complexity: For most of them there is no known polynomial time algorithm to find an optimal solution. Constraint programming offers a way to solve many instances of these problems in acceptable time [1].

Often an activity on a resource must be finished before a deadline and cannot be started before a release time. In this paper the following formalisation of scheduling problems is used: An activity (or task) i is described by its duration $p_i$ and its earliest and latest starting and completion times (abbreviated as $est_i$, $lst_i$, $ect_i$, $lct_i$, respectively) as shown in Fig. 1. In constraint programming systems the start time is usually stored as a variable ranging from $est_i$ to $lst_i$. The duration is constant in most applications; in this case the completion times can be derived as $ect_i = est_i + p_i$ and $lct_i = lst_i + p_i$. Otherwise let $p_i$ denote the minimum duration for the purposes of this paper.¹

¹ The values of $p_i$ are used to restrict the domains of other variables. Using larger values than the minimum duration might cause unwarranted restrictions.
Often sets $\Theta$ of activities are considered. The notions of production time and earliest starting time easily generalise to this case:

$$p_\Theta := \sum_{i \in \Theta} p_i \quad \text{est}_\Theta := \min\{\text{est}_i \mid i \in \Theta\}$$

For $\Theta = \emptyset$ define $p_\emptyset := 0$ and $\text{est}_\emptyset := -\infty$.

A resource is called **unary resource**, if it can process only one activity at once and tasks cannot be interrupted. Now consider the following problem: Is there a valid schedule for a unary resource that includes all activities of a given set $T$, i.e. can the activities be assigned pairwise disjoint time periods satisfying the constraints given by the respective est$_i$, lst$_i$, p$_i$, ect$_i$ and lst$_i$? See Fig. 2 for a sample instance. When the set $T$ of activities grows, the number of possibilities to order them grows exponentially; it is long known that the unary resource scheduling problem is **NP-complete** [4, p. 236]. In constraint programming, the number of considered activity orderings is reduced in the following way: For each possible ordering of activities $i$ and $j$ (i before j or j before i), restrictions for the placement of other activities are derived before any other ordering decision is made. The process of searching for such restrictions is called **filtering**. Whenever a restriction is found, values can be removed from the domains of the variables describing the restricted activity. The goal of filtering is to reduce the number of ordering choices and to make the overall process of finding a solution faster. For this reason filtering algorithms should run fast and find as many restrictions as possible. On the other hand each restriction must be justified, i.e. there must not exist any solution with the removed values. In some cases filtering can find so many restrictions that the domain of a variable becomes empty, i.e. no possible schedule remains. This is called an **inconsistency** and causes backtracking in the search for possible orderings.

---

**Fig. 1.** Attributes of an activity $i$.

**Fig. 2.** A valid schedule for the unary resource with the tasks in $T$. 
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This work deals with **optional activities** on unary resources. These are tasks for which it is not yet known if they should be included in the final schedule: E.g. when one specific task has to be performed once but several resources could do it. In this case optional activities are added to each resource, with the additional constraint that exactly one of them should be included in the final schedule.

Optional activities are modelled by adding another attribute: The variable status, can take the values 1 for enabled and 0 for disabled. The domain \( \{0, 1\} \) thus indicates an optional task. Additionally, let \( T_{\text{enabled}}, T_{\text{optional}} \) and \( T_{\text{disabled}} \) denote the partition of \( T \) into the enabled, optional and disabled tasks.

Optional activities entail additional difficulties for constraint filtering algorithms: As optional activities might become disabled later, they may not influence any other activity, because the resulting restrictions would not be justified. However, it is possible to detect if the inclusion of an optional activity causes an overload on an otherwise non-overloaded unary resource. In this case it is possible to disable this optional task. Doing this as often as possible while still maintaining fast filtering times is a desirable way to speed up the overall search process, because fewer ordering choices have to be enumerated later.

Several standard filtering algorithms for unary resources have been extended for optional activities by Vilím, Barták and Čepek [7]. To the best of the author’s knowledge, no edge-finding algorithm has been proposed so far that considers optional activities. This paper aims to fill this gap.

### 2 Edge-Finding

There are two variants of edge-finding: One restricts the earliest starting times, the other restricts the latest completion times of the tasks on a unary resource. This paper only presents the former one, as the latter is symmetric to it.

To state the edge-finding rule and the algorithm, the following notational abbreviations are needed. Given a set \( \Theta \) of \( n \) tasks, \( \text{ECT}(\Theta) \) is a lower bound of the earliest completion time of all tasks in \( \Theta \):

\[
\text{ECT}(\Theta) := \max_{\Theta' \subseteq \Theta} \{ \text{est}_{\Theta'} + p_{\Theta'} \}
\]

Fig. 3. \( \text{ECT}(\Theta) \) can underestimate the real earliest completion time \( \text{ect}_{\Theta} \).

(a) \( \text{ECT}(\Theta) \) assumes this invalid schedule is possible.  
(b) The best possible schedule includes a gap, resulting in \( \text{ect}_{\Theta} > \text{ECT}(\Theta) \).
The definition of $\text{ECT}(\Theta)$ ignores gaps that may be necessary for a valid schedule, as illustrated in Fig. 3. This simplification results in weaker domain restrictions, but makes the computation of $\text{ECT}(\Theta)$ feasible in the first place.\(^2\)

Vilím has shown how the value $\text{ECT}(\Theta)$ can be computed using a so-called $\Theta$-tree \([6]\), that has $O(\log n)$ overhead for adding or removing tasks from $\Theta$ and offers constant time access to this value in return.

Later, extended this data structure was extended by Vilím, Barták and Čepek to $\Theta$-$\Lambda$-trees. They retain the time complexity and include up to one task from an additional set $\Lambda$ (disjoint from $\Theta$), such that $\text{ECT}(\Theta, \Lambda)$, the lower bound of the earliest completion time, becomes maximal \([7]\):

$$\text{ECT}(\Theta, \Lambda) := \max_{j \in \Lambda} \Big\{ \text{ECT}(\Theta \cup \{j\}) \Big\} \tag{1}$$

The purpose of this extension is to choose, for a given set $\Theta$, one activity $j \in \Lambda$ such that $\text{ECT}(\Theta \cup \{j\})$ becomes maximal. This is needed to efficiently find all applications of the edge-finding rule given below.

To handle optional activities, another extension is needed: The maximum (lower bound of the) earliest completion time for the tasks in $\Theta$ plus exactly one task from $\Omega$ plus up to one task from $\Lambda$ (where $\Theta$, $\Omega$ and $\Lambda$ are pairwise disjoint):

$$\text{ECT}(\Theta, \Omega, \Lambda) := \max_{o \in \Omega} \left\{ \max_{j \in \Lambda} \left\{ \text{ECT}(\Theta \cup \{o, j\}) + \sum_{j \in \Omega} p_j \right\} \right\} \tag{3}$$

As the algorithm presented below calculates the third argument to $\text{ECT}(\Theta, \Omega, \Lambda)$ dynamically,\(^3\) this value cannot be pre-computed using a tree structure. Instead, a loop over all tasks is needed, yielding $O(n)$ time complexity. This loop iterates over all tasks $j \in T$, pre-sorted by their earliest starting time $\text{est}_j$, and keeps track of the earliest completion time of the tasks processed so far. To achieve this, a fact about partitions of task sets is used:

**Definition 1 (Partition at an earliest starting time).** Given a set $T$ of tasks, a pair of sets $(L, R)$ is called partition of $T$ at the earliest starting time $t_0$, iff $(L, R)$ is a partition of $T$ (i.e. $L \cup R = T$, $L \cap R = \emptyset$) that fulfils the following two conditions: $\forall l \in L : \text{est}_l \leq t_0$ and $\forall r \in R : \text{est}_r \geq t_0$.

**Proposition 1 (Calculation of $\text{ECT}^i$).** Given a set $T$ of tasks, and a partition $(L, R)$ of $T$ at an arbitrary earliest starting time, the following holds:

$$\text{ECT}(T) = \max \left\{ \text{ECT}(R), \text{ECT}(L) + \sum_{j \in R} p_j \right\}$$

\(^2\) If the exact earliest completion time $\text{ect}_\Theta$ of $\Theta$ could be calculated in polynomial time, the NP-complete problem “is there a valid schedule for this set of tasks” could be decided in polynomial time as well.

\(^3\) The membership in $\Lambda$ is not stored in memory, but decided by evaluating a condition. This also applies to one occurrence of $\text{ECT}(\Theta, \Lambda)$.

\(^4\) This is a variant of a proposition proven by Vilím, Barták and Čepek \([7, p. 405]\) that was originally stated for left and right subtrees in a $\Theta$-tree. The proof given there directly carries over to this proposition.
When iterating over the tasks \( j \in T \), let \( L \) be the set of tasks considered so far (thus \( ECT(L) \) is known\(^5\)) and \( R := \{ j \} \) the set containing only the current activity (for which \( ECT(R) = ect_j \) is also known). Furthermore let \( L' := L \cup \{ j \} \) denote the set of activities considered after the current iteration. This way \( L \) grows from the empty set until it includes all activities in \( T \). To compute not only \( ECT(\Theta) \) but \( ECT(\Theta, \Omega, \Lambda) \) on the basis of Proposition 1, the following values must be updated in the loop for each task \( j \) that is considered:

1. (The lower bound of) the earliest completion time of the \( \Theta \)-activities only, i.e. \( ECT(L' \cap \Theta) \):
   \[
   ect_{L'} := \begin{cases} 
   \max\{ect_L + p_j, ect_j\} & \text{if } j \in \Theta \\
   ect_L & \text{otherwise}
   \end{cases}
   \]

2. (The lower bound of) the earliest completion time when including up to one \( \Lambda \)-activity, i.e. \( ECT(L' \cap \Theta, L' \cap \Lambda) \):
   \[
   ectl_{L'} := \begin{cases} 
   \max\{ectl_L + p_j, ect_j\} & \text{if } j \in \Theta \\
   \max\{ectl_L, ect_j, ect_L + p_j\} & \text{if } j \in \Lambda \\
   ectl & \text{otherwise}
   \end{cases}
   \]

3. (The lower bound of) the earliest completion time when including exactly one \( \Omega \)-activity (provided there is one), i.e. \( ECT(L' \cap \Theta, L' \cap \Omega, \emptyset) \):
   \[
   ecto_{L'} := \begin{cases} 
   \max\{ecto_L + p_j, ect_j\} & \text{if } j \in \Theta \land \Omega \cap L = \emptyset \\
   ectl + p_j & \text{if } j \in \Theta \land \Omega \cap L \neq \emptyset \\
   \max\{ect_j, ectl + p_j\} & \text{if } j \in \Omega \land \Omega \cap L = \emptyset \\
   \max\{ect_j, ectl, ectl + p_j, ecto_L\} & \text{if } j \in \Omega \land \Omega \cap L \neq \emptyset \\
   ectl & \text{otherwise}
   \end{cases}
   \]

4. (The lower bound of) the earliest completion time when including up to one \( \Lambda \) - and exactly one \( \Omega \)-activity (provided there is one), i.e. \( ECT(L' \cap \Theta, L' \cap \Omega, L' \cap \Lambda) \):
   \[
   ectol_{L'} := \begin{cases} 
   \max\{ectol_L + p_j, ect_j\} & \text{if } j \in \Theta \land \Omega \cap L = \emptyset \\
   ectl + p_j & \text{if } j \in \Theta \land \Omega \cap L \neq \emptyset \\
   \max\{ect_j, ectl + p_j, ectl_L + p_j\} & \text{if } j \in \Omega \land \Omega \cap L = \emptyset \\
   \max\{ect_j, ectl + p_j, ectl_L + p_j, ectlol_L\} & \text{if } j \in \Omega \land \Omega \cap L \neq \emptyset \\
   \max\{ectol_L, ectl + p_j, ectlol_L\} & \text{if } j \in \Lambda \land \Omega \cap L = \emptyset \\
   \max\{ectol_L, ectlol_L + p_j, ect_j\} & \text{if } j \in \Lambda \land \Omega \cap L \neq \emptyset \\
   \max\{ectol_L, ectlol_L + p_j\} & \text{if } j \in \Lambda \land \Omega \cap L \neq \emptyset \\
   ectl & \text{otherwise}
   \end{cases}
   \]

\(^5\) For \( L = \emptyset \) define \( ECT(\emptyset) := -\infty \)
After the last iteration (i.e. \( L' = T \)) \( \text{ectol}_{L'} = \text{ECT}(L' \cap \Theta, L' \cap \Lambda, L' \cap \Omega) = \text{ECT}(\Theta, \Omega, \Lambda) \) contains the result of the computation.

Note that the indices of \( \text{ect}_L, \text{ectl}_L, \text{ecto}_L \) and \( \text{ectol}_L \) are only added for conceptual clarity. If the values are updated in the right order (i.e. \( \text{ectol}_L \) first and \( \text{ect}_L \) last), only plain variables \( \text{ect}, \text{ectl}, \text{ecto} \) and \( \text{ectol} \) (and no arrays) are needed.

Finally, one more notational abbreviation is needed to state the edge-finding rule: The set of all tasks in a set \( T \) (usually all tasks or all enabled tasks of a resource), that end not later than a given task \( j \):

\[
\Theta(j, T) := \{ k \in T \mid \text{lct}_k \leq \text{lct}_j \}
\]  

(4)

Notice the overloading of \( \Theta \); the return value of the function \( \Theta \) corresponds to value of the set \( \Theta \) at the time when \( j \) is processed in the main loop of the algorithm introduced later.

**Rule 1 (Edge-Finding)** For all tasks \( j \in T \) and \( i \in T \setminus \Theta(j, T) \) holds: If

\[
\text{ECT}(\Theta(j, T) \cup \{i\}) > \text{lct}_j
\]

(5)

then \( i \) must be scheduled after all activities in \( \Theta(j, T) \), i.e. the following restriction is justified:

\[
\text{est}_i \leftarrow \max\{\text{est}_i, \text{ECT}(\Theta(j, T))\}
\]

(6)

This form of the edge-finding rule was introduced by Vilím, Barták and Čepek [7, p. 412ff] and proven equivalent to the more traditional form. The idea behind this rule is to detect if an activity \( i \) has to be the last one within the set \( \Theta(j, T) \cup \{i\} \). This is ensured by the precondition (5) of the rule, which is illustrated in Fig. 5(a): As the latest completion time \( \text{lct}_j \) is by (4) also the latest completion time of \( \Theta(j, T) \), the precondition states that \( \Theta(j, T) \) must be finished before \( \Theta(j, T) \cup \{i\} \) can be finished.

(a) The rule is applicable for \( j \) and \( i \):

\[
\text{ECT}(\Theta(j, T) \cup \{i\}) > \text{lct}_j.
\]

(b) After the application \( \text{est}_i \) is at least \( \text{ECT}(\Theta(j, T)) \).

Fig. 4. An application of the edge-finding rule.
The resulting restriction (6), which is illustrated in Fig. 5(b), ensures that $i$ is not started until all activities in $\Theta(j, T)$ can be finished.

Besides the edge-finding rule, the presented edge-finding algorithm makes use of the following overload rule, that can be checked along the way without much overhead:

**Rule 2 (Overload)** For all $j \in T$ holds: If $\text{ECT}(\Theta(j, T)) > \text{lct}_j$ then an overload has occurred, i.e. it is not possible to schedule all activities in $T$ without conflict.

This rule is illustrated in Fig. 5. The intuition for the overload rule is that the tasks in $\Theta(j, T)$ cannot possibly be finished before they have to.

![Fig. 5. An application of the overload rule.](image)

### 2.1 Edge-Finding Algorithm

Now to the central algorithm of this article: Listing 1 shows a program that finds all applications of the edge-finding rule to the set of enabled tasks and furthermore disables optional tasks whose inclusion would cause an overload (i.e. $\text{est}_i$ could be raised to a value greater than $\text{lst}_i$ for some task $i$).

Throughout the repeat-loop the set $\Theta$ is updated to reflect $\Theta(j, T_{\text{enabled}})$ and $\Omega$ is updated to reflect $\Theta(j, T_{\text{optional}})$ – exceptions are only allowed if multiple tasks have the same lct value. As $j$ iterates over $Q$, $\text{lct}_j$ decreases and $j$ is removed from $\Theta$ or $\Omega$ and added to $\Lambda$.

Lines 15 to 25 handle enabled activities $j$ and correspond closely to the algorithm by Vilím, Barták and Čepek [7, p. 416], with the only change being the handling of status, = optional in lines 20 to 24: If $\text{ECT}(\Theta) > \text{lst}_i$ (line 21) holds, the restriction $\text{est}_i' \leftarrow \text{ECT}(\Theta)$ (line 24) would cause an inconsistency as no possible start time for $i$ remains. In this case the activity $i$ is set to disabled (line 22), which fails for enabled activities and is the proper restriction for optional ones.

There are several more additions to handle optional activities: Firstly, the case $\text{status}_j = \text{optional}$ is handled. It follows the scheme of the enabled case, bearing in mind that $j$ is optional: The overload-condition $\text{ECT}(\Theta) > \text{lct}_j$ on line 15 carries over to $\text{ECT}(\Theta \cup \{j\}) > \text{lct}_j$ on line 39, where no immediate
Listing 1. Edge-finding algorithm.

input: activities $T$ on a unary resource

// read-write access to $est_i, lst_i, lct_i, status_i$ is assumed for all $i \in T$

for $i \in T$ do
  // cache changes to $est_i$: changing it directly would mess up $\Theta$-$\Lambda$-trees
  $est_i' \leftarrow est_i$

$(\Theta, \Omega, \Lambda) \leftarrow (T_{\text{enabled}}, T_{\text{optional}}, \emptyset)$  // initialise tree(s)

$Q \leftarrow$ queue of all non-disabled $j \in T \setminus T_{\text{disabled}}$ in descending order of $lct_j$

$j \leftarrow Q$.first  // go to the first task in $Q$

repeat
  if $status_j \neq$ disabled then  // move $j$ to $\Lambda$
    $(\Theta, \Omega, \Lambda) \leftarrow (\Theta \setminus \{j\}, \Omega \setminus \{j\}, \Lambda \cup \{j\})$
    $Q$.dequeue; $j \leftarrow Q$.first  // go to the next task in $Q$

  if $status_j =$ enabled then
    if $ECT(\Theta) > lct_j$ then
      fail  // because overload rule (Rule 2) applies

    while $ECT(\Theta, \Lambda) > lct_j$ do
      $i \leftarrow$ the $\Lambda$-activity responsible for $ECT(\Theta, \Lambda)$
      if $ECT(\Theta) > est_i$ then  // edge-finding rule is applicable
        if $ECT(\Theta) > lst_i$ then  // inconsistency detected
          $status_i \leftarrow$ disabled  // fails if $i$ is enabled
        else  // apply edge-finding rule
          $est_i' \leftarrow ECT(\Theta) // ECT(\Theta) > est_i$ already ensured
          $\Lambda \leftarrow \Lambda \setminus \{i\}$  // no better restriction for $i$ possible [7, p. 416]

    while $\Omega \neq \emptyset$ and $ECT(\Theta, \Omega, \Lambda'(o)) > lct_j$ do  // $\Lambda'(o)$ is defined in (7)
      $o \leftarrow$ the $\Omega$-activity responsible for $ECT(\Theta, \Omega, \ldots)$
      // already used in line 32 with that meaning
      $status_o \leftarrow$ disabled
      $\Omega \leftarrow \Omega \setminus \{o\}$

    while $\Omega \neq \emptyset$ and $ECT(\Theta, \Omega, \Lambda'(o)) > lct_j$ do
      $o \leftarrow$ the $\Omega$-activity responsible for $ECT(\Theta, \Omega, \ldots)$
      // already used in line 32 with that meaning
      $status_o \leftarrow$ disabled
      $\Omega \leftarrow \Omega \setminus \{o\}$

  else if $status_j =$ optional then
    if $ECT(\Theta \cup \{j\}) > lct_j$ then  // overload rule applicable ...
      or $ECT(\Theta \cup \{j\}, \{i \in T_{\text{enabled}} \setminus \Theta \setminus \{j\} \mid lst_i < ECT(\Theta \cup \{j\})\}) > lct_j$
      then  // ... or edge-finding rule detects overload
        $status_j \leftarrow$ disabled
        $\Omega \leftarrow \Omega \setminus \{j\}$  // no more restrictions for $j$ possible
  until the end of $Q$ is reached

for $i \in T$ do
  $est_i \leftarrow est_i'$  // apply cached changes
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failure is generated but the optional activity $j$ which would cause the overload is disabled.

If $j$ is optional, the condition $\text{ECT}(\Theta, A) > lct_j$ of the while-loop on line 18 can only result in the disabling of $j$ as no optional activity may influence others. For this, no while-loop is required and a simple if-condition suffices. It must however take care to choose an appropriate $i \in \Lambda$ that leads to $j$ being disabled. This is achieved by requiring $i \in T_{\text{enabled}}$ and $\text{lst}_i < \text{ECT}(\Theta \cup \{j\})$ in the condition on line 40.

Secondly, the case $\text{status}_j = \text{enabled}$ is extended with two more while-loops. They realise overload-detection and edge-finding for optional activities that are still contained in $\Omega$. The set $\Lambda'(o)$, which is used in the condition of the second while-loop (line 32), is defined as follows (with $T_{\text{enabled}}$ and $\Theta$ taken from the context where $\Lambda'(o)$ is evaluated):

$$\Lambda'(o) := \left\{ i \in T_{\text{enabled}} \setminus \Theta \mid \text{lst}_i < \text{ECT}(\Theta \cup \{o\}) \wedge \not\exists i_2 \in T_{\text{enabled}} \setminus \Theta : \left( \text{lst}_{i_2} \geq \text{ECT}(\Theta \cup \{o\}) \wedge \text{ECT}(\Theta \cup \{i_2\}) > \text{ECT}(\Theta \cup \{i\}) \right) \right\} \quad (7)$$

Like for the algorithm by Vilím, Barták and Čepek, the algorithm in Listing 1 must be repeated until it finds no further restrictions to make it idempotent. This issue is addressed by Listing 2 in Sect. 3 below.

**Proposition 2 (Correctness).** The algorithm presented in Listing 1 is correct, i.e. all restrictions are justified.

**Proof.** All restrictions are applications of the edge-finding and overload rules (Rules 1 and 2). It remains to be shown that the preconditions of the rules are met each time they are applied. This directly follows from the way the algorithm updates its data structures. As a simple example, consider the application of the overload rule in line 16. Remember that $\Theta = \Theta(j, T_{\text{enabled}})$. With the conditions in the preceding lines $j \in T_{\text{enabled}}$ and $\text{ECT}(\Theta \cup \{j\}) > lct_j$ is fulfilled.

For a more complicated case consider the disabling of the task $o$ in line 36: This restriction is based on the edge-finding rule and that $o$ is an optional activity. Remember that $\Theta = \Theta(j, T_{\text{enabled}})$ and $o \in \Omega = \Theta(j, T_{\text{optional}})$. Define $T' := T_{\text{enabled}} \cup \{o\}$. The activity $i$ chosen from $\Lambda'(o)$ satisfies $i \in T_{\text{enabled}} \setminus \Theta$ by (7). This implies $i \in T' \setminus \Theta$. It holds that

$$\text{ECT}(\Theta, \Omega, \Lambda'(o)) = \text{ECT}(\Theta(j, T') \cup \{i\}) \, .$$

Together with the condition on the enclosing while loop this means that the precondition of the edge-finding rule is satisfied. From (7) also follows that $\text{lst}_i < \text{ECT}(\Theta \cup \{o\}) = \text{ECT}(\Theta(j, T'))$. This implies that the restriction of the edge-finding rule, if carried out, would lead to $i$ having no possible start times
left, i.e. an inconsistency would occur. As \( o \) is the only optional activity involved in this inconsistency, \( o \) cannot be included in a correct schedule and disabling it is correct.

The proofs for the other restrictions are similar. \( \square \)

2.2 Complexity

**Proposition 3 (Time Complexity).** The time complexity of the edge-finding algorithm presented in Listing 1 is \( \mathcal{O}(n^2) \), where \( n \) is the number of activities on the unary resource.

*Proof.* To see this, observe that each loop is executed at most \( n \) times: The two small copy-loops in lines 3–4 and 46–47 directly loop over all tasks, the main loop in lines 14–44 loops over the subset of non-disabled tasks and the three inner loops in lines 18–25, 27–30 and 32–37 each remove a task from \( \Lambda \) or \( \Omega \). As each task is added to these sets at most once, each loop is executed at most \( n \) times.

Sorting the tasks by \( lct \) (line 7) can be done in \( \mathcal{O}(n \log n) \). All other lines (this includes all lines within the loops) bear at most \( \mathcal{O}(n) \) complexity. Most are \( \mathcal{O}(1) \), the more complicated ones are \( \mathcal{O}(\log n) \) or \( \mathcal{O}(n) \), as discussed for (1) to (3) at the beginning of Sect. 2.

Only the calculation of \( ECT(\Theta, \Omega, \Lambda'(o)) \) in line 32 needs special consideration, as \( o \) already references the task chosen from \( \Omega \). The definition of \( \Lambda'(o) \) in (7) makes it possible to calculate it in the following way:

- When calculating \( ectl_L \), take all activities from \( T_{\text{enabled}} \setminus \Theta \) in account, as it is not yet known which \( o \) will be chosen.
- For the cases with \( j \in \Omega \) during the calculation of \( ecto_L \), consider \( ecto_L + p_j \) for calculating the maximum only if the activity \( i \) chosen for \( ectl_L \) satisfies \( lst_i < ECT(\Theta \cup \{j\}) \).
- For the cases with \( j \in \Lambda \) during the calculation of \( ecto_L \), consider \( ecto_L + p_j \) for the maximum only if the activity \( o \) chosen for \( ecto_L \) satisfies \( lst_j < ECT(\Theta \cup \{o\}) \).

To be able to access \( ECT(\Theta \cup \{o\}) \) in constant time for all \( o \in \Omega \), three arrays \( ectAfter_o, pAfter_o \) and \( ectBefore_o \) can be used, where after/before refers to the position of \( o \) in the list of tasks sorted by \( est_j \) and the three values consider only tasks from \( \Theta \). They can be computed based on Proposition 1 in linear time by looping over the tasks pre-sorted by \( est_j \). It holds:

\[
ECT(\Theta \cup \{o\}) = \max\{ ectAfter_o, ect_o + pAfter_o, ectBefore_o + p_o + pAfter_o \}
\]

Thus the overall time complexity of the algorithm is \( \mathcal{O}(n^2) \). \( \square \)

**Proposition 4 (Space Complexity).** The space complexity of the edge-finding algorithm presented in Listing 1 is \( \mathcal{O}(n) \), where \( n \) is the number of activities on the unary resource.

*Proof.* The algorithm uses only tree and list structures. Both have linear memory requirements. \( \square \)
2.3 Optimality

For efficient restriction of the domains it is necessary that as many applications of the edge-finding rule as possible are found by the algorithm, while it is equally crucial that it offers fast runtimes.

**Proposition 5 (Optimality).** The algorithm presented in Listing 1 finds all applications of the edge-finding rule to enabled activities and disables almost all optional activities that would cause an overload that is detectable by the edge-finding rule.

**Proof.** First consider all applications of the edge-finding rule that involve only enabled tasks. Let therefore $j \in T_{\text{enabled}}$ and $i \in T_{\text{enabled}} \setminus \Theta(j, T_{\text{enabled}})$, such that $\text{ECT}(\Theta(j, T_{\text{enabled}}) \cup \{i\}) < \text{lct}_j$. As argued above, the set $\Theta$ at some point takes the value of $\Theta(j, T_{\text{enabled}})$ and $i$ is contained in $\Lambda$. Then in line 20 $i$ will be chosen (possibly after other $i'$ that feature a larger $\text{ECT}(\Theta \cup \{i'\})$ have been chosen and removed from $A$) and est$_i$ will be adjusted or an overload detected.

If an optional activity $o \in T_{\text{optional}}$ is involved, things are a bit more complicated. If the edge-finding rule is applicable for the set $T' := T_{\text{enabled}} \cup \{o\}$, the following cases can occur:

**Case 1:** $o \not\in \Theta(j, T') \cup \{i\}$

The optional activity $o$ is not involved and the edge-finding rule is equally applicable to the set $T_{\text{enabled}}$. The resulting restriction is found by the algorithm as argued above.

**Case 2:** $o = i$

This case is handled together with non-optional $i$ in lines 18 to 25.

**Case 3:** $o = j$

In this case est$_i$ may not be adjusted as the optional activity $o$ may not influence the non-optional $i$. However, if est$_i$ can be adjusted to a value greater than lst$_i$, the inclusion of $o$ would cause an overload and $o$ can be disabled. This is done in lines 38 to 43.

**Case 4:** $o \in \Theta(j, T') \setminus \{j\}$

Like in the previous case the only possible restriction is disabling $o$ if it causes an overload. This case is handled in lines 32 to 37. For optimal results $\Lambda'(o)$ would have to be defined slightly differently, omitting the condition

$$\exists i_2 \in T_{\text{enabled}} \setminus \Theta : \big(\text{lst}_{i_2} \geq \text{ECT}(\Theta \cup \{o\}) \land \text{ECT}(\Theta \cup \{i_2\}) > \text{ECT}(\Theta \cup \{i\})\big).$$

However, this would destroy the $O(n^2)$ complexity of the algorithm. As this case never occurs for any of the problem instances measured in the next section, omitting these restrictions appears to be a good choice. □

3 Comparison with Other Edge-Finding Algorithms

The presented algorithm has been implemented for the Java constraint programming library firstcs [5] and compared to other algorithms. The following algorithms were considered:
**New algorithm:** The algorithm presented in Listing 1. It finds almost all possible applications of the edge-finding rule in $O(n^2)$ time.

**Simplified algorithm:** Similar to the previous algorithm but without the loop in lines 32 to 37. This saves one of the two most expensive computations, though the asymptotic time complexity is still $O(n^2)$. Fewer restrictions are found.

**Active-only algorithm:** The algorithm presented by Vilím, Barták and Čepek [7, p. 416]. It runs at $O(n \log n)$ time complexity but takes no optional tasks into account.\(^6\)

**Iterative algorithm:** Run the active-only algorithm once on $T_{\text{enabled}}$ and then for each $o \in T_{\text{optional}}$ on $T_{\text{enabled}} \cup \{o\}$, adjusting or disabling $o$ only. This algorithm finds all restrictions to optional activities at the cost of $O(n^2 \log n)$ runtime.

To make these (and the other filtering algorithms, taken from [7]) idempotent, the fix-point technique of Listing 2 was used.

```
Listing 2. Fix-point iteration.

repeat
  repeat
    repeat
      filter based on detectable precedences
    until no more restrictions are found
    filter with not-first/not-last rule
  until no more restrictions are found
  filter with the edge-finding algorithm to be benchmarked
until no more restrictions are found
```

For some benchmarks mentioned later, additional overload checking was performed by adding the following lines at the beginning of the innermost repeat-loop:

```
if overload detected then
  fail
```

For now, this additional overload checking is skipped as all the studied edge-finding algorithms include applications of the overload rule. This way the comparison between the algorithms is more meaningful, as not only the differences in the way the edge-finding rule is applied, but also those in the way the overload rule is applied contribute to the results.

The search was performed using a modified resource-labelling technique. If optional tasks are allowed, the value of $\text{enabled}$ has to be decided during the labelling as well. Usually it is decided at each level in the search tree in which

\(^6\) Although this algorithm is presented in an article mentioning optional activities in its title, it does not derive any restrictions from optional tasks. The reason it is listed in that paper is probably that it shares the data structure used, namely $\Theta$-$\Lambda$-trees, with the other algorithms introduced there.
order the corresponding pair of tasks $i, j \in T$ is to be executed. These two
decisions were combined, so that the following alternatives are considered at each
level: (a) both enabled with $i$ before $j$, (b) both enabled with $i$ after $j$, (c) only $i$
enabled, (d) only $j$ enabled or (e) both disabled.

3.1 The Job-Shop Scheduling Problem

For benchmarking, -alt variants [7, p. 423] of job-shop problems [3] were used:
For each job, exactly one of the fifth and sixth task must be included for a
solution. All instances mentioned in this paper have 10 jobs each consisting of
10 tasks. This results in 10 machines with 10 tasks each. For the -alt instances
2 tasks per machine are initially optional on average. The last three instances
contain no optional tasks and are included for reference. All times are measured
in milliseconds and include finding a solution for the known optimal make-span
and proving that this make-span is indeed optimal.

Table 1 shows the results. The number of backtracking steps required is equal
for the new, the simplified and the iterative algorithm. So the new algorithm
looses none of the possible restrictions, even if the loop in lines 32 to 37 is left
out. When comparing the runtimes, the overhead of this loop is clearly visible:
The simplified variant saves time, as it has lower overhead.

The active-only algorithm needs more backtracking steps because it finds less
restrictions. Often the lower complexity compensates for this when it comes to
the runtimes and the active-only variant is slightly better than the simplified one.
The largest relative deviations is the other way around, though: For orb02-alt the
active-only algorithm is almost 30% slower than the simplified one, for la19-alt
it even needs 90% more time. These are also the instances with the largest

Table 1. Runtime in milliseconds and number of backtracks for the different
algorithms and job-shop-scheduling instances.

<table>
<thead>
<tr>
<th>instance</th>
<th>new time</th>
<th>new bt</th>
<th>simplified time</th>
<th>simplified bt</th>
<th>active-only time</th>
<th>active-only bt</th>
<th>iterative time</th>
<th>iterative bt</th>
</tr>
</thead>
<tbody>
<tr>
<td>abz5-alt</td>
<td>4843</td>
<td>5859</td>
<td>4484</td>
<td>5859</td>
<td>4515</td>
<td>6441</td>
<td>4964</td>
<td>5859</td>
</tr>
<tr>
<td>orb01-alt</td>
<td>55747</td>
<td>56344</td>
<td>53662</td>
<td>56344</td>
<td>49361</td>
<td>56964</td>
<td>57013</td>
<td>56344</td>
</tr>
<tr>
<td>orb02-alt</td>
<td>7800</td>
<td>7265</td>
<td>7394</td>
<td>7265</td>
<td>9590</td>
<td>10610</td>
<td>7609</td>
<td>7265</td>
</tr>
<tr>
<td>orb07-alt</td>
<td>81856</td>
<td>99471</td>
<td>79063</td>
<td>99471</td>
<td>78309</td>
<td>104201</td>
<td>79786</td>
<td>99471</td>
</tr>
<tr>
<td>orb10-alt</td>
<td>136</td>
<td>85</td>
<td>125</td>
<td>85</td>
<td>121</td>
<td>85</td>
<td>132</td>
<td>85</td>
</tr>
<tr>
<td>la16-alt</td>
<td>7269</td>
<td>8294</td>
<td>6886</td>
<td>8294</td>
<td>6593</td>
<td>8841</td>
<td>7241</td>
<td>8294</td>
</tr>
<tr>
<td>la17-alt</td>
<td>46</td>
<td>9</td>
<td>31</td>
<td>9</td>
<td>35</td>
<td>11</td>
<td>31</td>
<td>9</td>
</tr>
<tr>
<td>la18-alt</td>
<td>26780</td>
<td>26846</td>
<td>25147</td>
<td>26846</td>
<td>24877</td>
<td>29039</td>
<td>25897</td>
<td>26846</td>
</tr>
<tr>
<td>la19-alt</td>
<td>2566</td>
<td>2022</td>
<td>2406</td>
<td>2022</td>
<td>4609</td>
<td>4632</td>
<td>2574</td>
<td>2022</td>
</tr>
<tr>
<td>la20-alt</td>
<td>62</td>
<td>53</td>
<td>63</td>
<td>53</td>
<td>55</td>
<td>53</td>
<td>62</td>
<td>53</td>
</tr>
<tr>
<td>abz5</td>
<td>5863</td>
<td>5107</td>
<td>5863</td>
<td>5107</td>
<td>5587</td>
<td>5107</td>
<td>5570</td>
<td>5107</td>
</tr>
<tr>
<td>orb01</td>
<td>29612</td>
<td>21569</td>
<td>29706</td>
<td>21569</td>
<td>28198</td>
<td>21569</td>
<td>28336</td>
<td>21569</td>
</tr>
<tr>
<td>orb02</td>
<td>10144</td>
<td>7937</td>
<td>10187</td>
<td>7937</td>
<td>9644</td>
<td>7937</td>
<td>9687</td>
<td>7937</td>
</tr>
</tbody>
</table>
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difference in backtracking steps. It obviously depends on the inner structure of the job-shop instances (or the problems in general), if the higher time complexity of the newly proposed algorithms is justified by the backtracking steps saved by the additionally found restrictions.

The runtime of the iterative algorithm is mostly better than the new, but worse than the simplified algorithm. As the tested instances all have relatively few optional activities per machine (which benefits the active-only and iterative algorithms), it is interesting how the new algorithm performs for problems with more activities and a higher proportion of optional ones.

### 3.2 The Random Placement Problem

One such problem is the random placement problem [2], which can be solved using alternative resource constraints which in turn can be implemented using single resources with optional activities [8]. The runtimes of the instances provided on http://www.fi.muni.cz/~hanka/rpp/ that are solvable in less than ten minutes are shown in Fig. 6.

![Fig. 6. Runtimes for instances of the Random-Placement-Problem, without additional overload checking.](image)

It is obvious that the new algorithm is the fastest in this case. Surprisingly the simplified algorithm is worse than the active-only one: Obviously it finds no or not enough additional restrictions. The power of the new algorithm thus

---

7 An exception are the three last instances, which include no optional tasks.
8 As mentioned above, the machines each have 10 tasks, 20% are optional on average.
9 All algorithms need 0 backtracking steps, with the exception of the active-only algorithm for one instance with 100% load. This instance is responsible for the one peak going above even the iterative algorithm.
derives from the loop omitted in the simplified one.\textsuperscript{10} The iterative algorithm is the slowest, though it finds as many restrictions as the new one. The reason is the higher asymptotic time complexity, which seems to be prohibitive even for relatively small resources with 50 to 100 tasks which appear in the tested random-placement instances.

So far only the fix-point algorithm without additional overload checking has been considered. This has its justification in the fact that all measured edge-finding algorithms perform overload-checking during their regular operation: By omitting the additional overload check their filtering strength contributes more to the results of the benchmark. In case of the job-shop benchmark, the additional overload checking furthermore results in slower runtimes for all algorithms. However, in case of the random placement benchmark, additional overload checking can lead to performance improvements for some edge-finding algorithms. This can be seen in Fig. 7: While the new and iterative algorithms loose 75 and 30 milliseconds, the active-only and simplified algorithms gain 990 and 1185 milliseconds averaged over the instances, overtaking the new algorithm. The additional overload checking thus can compensate for weaker performance of an edge-finding algorithm in this case.

\textbf{Fig. 7.} Runtimes for instances of the Random-Placement-Problem, with additional overload checking.

\textsuperscript{10} This is confirmed by the number of choices needed during search: For the iterative and new algorithms it is always equal (the new one again looses no restrictions) and averagely 407, but the active-only and simplified ones both need more than 620 on average.
4 Summary

This paper introduces a new edge-finding algorithm for unary resources. It deals with optional activities correctly, finds all applications of the edge-finding rule to the enabled activities and disables optional activities if they cause an overload detected by the edge-finding rule. It is the first nontrivial edge-finding algorithm that derives restrictions for optional activities. It outperforms the naive, iterative implementation as soon as a larger fraction of optional activities is involved.

With $O(n^2)$ asymptotic time complexity it is slower than edge-finding algorithms that cannot take optional activities into account. The additionally found restrictions offer a significant reduction of the search decisions needed to find and prove the solution of a problem. Especially for problems with many activities, of which a high proportion is optional, this can lead to faster runtimes. Performing additional overload checking can cancel this effect out, though.

Future work can study the influence of different labelling strategies when it comes to optional activities: Is it better to first establish an order of tasks and then decide which tasks should be enabled? Another possible direction for future work is studying which edge-finding algorithm yields best results depending on the problem structure, possibly implementing heuristics to decide which algorithm to use.
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Abstract. Girard’s Linear Logic is a formalism which can be used to manage a lot of problems with consumable resources. Its expressiveness is quite good for an easily understandable encoding of many problems. We concentrated on expressing planning problems by linear logic in this paper. We observed a rich usage of a construct of consumable resources in planning problem formulations. This fact motivates us to provide a possible encoding of planning problems in linear logic. This paper shows how planning problems can be encoded in Linear Logic and how some optimizations of planning problems can be encoded. These optimizations can help planners to improve the efficiency of finding solutions (plans).

1 Introduction

Linear Logic is a formalism which can be used to formalize many problems with consumable resources [4]. There is a lot of such problems that handle with consumable and renewable resources in practice. Linear Logic gives us a good expressiveness that help us with formalization of these problems, because these problems can be usually encoded in formulae with linear size with respect to the length of the problems.

Previous research showed that planning problems can be encoded in many different formalisms, usually related to logic. It was showed in [16] that planning problems can be solved by reduction to SAT. This approach brings very good results (for example SATPLAN [17] won last two International Planning Competitions (IPC)\(^1\) in optimal deterministic planning). However, there seems to be a problem with extending the SAT based planners to be able to solve planning problems with time and resources. One of the influential works regarding first order logic is a framework for programming reasoning agents called FLUX [26] which is based on Fluent Calculus. Another logic formalism which can be used in connection to planning problems is Temporal Logic (especially Simple Temporal Logic). It has been showed in [1] that Temporal Logic can be used for improvement of searching for plans. This approach is used in several planners (for example TALplanner [8] which gathered very good results in IPC 2002).

\(^1\)http://ipc.icaps-conference.org
Temporal Logic is good for representing relationships between actions, but not so good to represent whole planning problems.

Unlike other logics Linear Logic has a good expressiveness for formalization of whole planning problems including planning problems with resources etc. Linear Logic related research made during the last twenty years [12] brought many interesting results, however mainly in a theoretical area. One of the most important results was a connectivity of Linear Logic with Petri Nets [23] which gave us more sense of the good expressiveness of Linear Logic.

Instead of the encoding of Petri nets in Linear Logic, there is a possibility of encoding of planning problems in Linear Logic. Planning problems are an important branch of AI and they are very useful in many practical applications. Previous research showed that planning problems can be simply encoded in Linear Logic and a problem of plan generation can be reduced to a problem of finding a proof in linear logic. First ideas of solving planning problems via theorem proving in Linear Logic has been shown at [3, 15, 22]. These papers showed that M?LL fragment of Linear Logic is strong enough to formalize planning problems. Another interesting work in this area is [7] and it describes a possibility of a recursive application of partial plans. Analyzing planning problems encoded in Linear Logic via partial deduction approach is described in [19].

In the area of implementations of Linear Logic we should mention Linear Logic programming. Linear Logic Programming is derived from ‘classical’ logic programming (Prolog based) by including linear facts and linear operators. There are several Linear Logic programming languages, for example Lolli [14] or LLP [2]. However, all Linear Logic Programming languages are based on Horn’s clauses which means that only one predicate can appear on the right side of implication. In fact, this forbids the obtaining of resources (resources can be only spent) which causes an inapplicability of Linear Logic programming languages in solving planning problems. Instead of Linear Logic programming languages there are several Linear Logic provers, for example lprover [24]. Linear Logic provers seem to be strong enough to solve planning problems, but the existing ones are very slow and practically almost unusable.

In the other hand, one of the most important practical results is an implementation of a planning solver called RAPS [20] which in comparison between the most successful planners in IPC 2002 showed very interesting results (especially in Depots domain). RAPS showed that the research in this area can be helpful and can provide an improvement for planners.

This paper extends the previous research in this area [5, 22] by providing detailed description of encoding of planning problems into Linear Logic. In addition, we provide an encoding of many optimizations of planning problems, which helps a planner to find a solution more quickly. Furthermore, we designed two algorithms for actions assemblage that benefit from the Linear Logic encoding. Finally, we show how planning problems with resources can be encoded to Linear Logic and how Linear Logic can help in planning under uncertainty.

We provide a short introduction to Linear Logic and to planning problems in Section 2. Description of the pure encoding of planning problems in Linear
Logic and an extension of this encoding which works with negative predicates is provided in Section 3. Description of the encoding of optimizations such as encoding of static predicates, blocking actions, enforcing actions and assembling actions is provided in Section 4. Section 5 describes how planning with resources can be encoded in Linear Logic. Section 6 describes how planning under uncertainty can be encoded in Linear Logic. Section 7 concludes and presents a possible future research in this area.

2 Preliminaries

This section presents some basic information about Linear Logic and planning problems that helps the reader to get through this paper.

2.1 Linear Logic

Linear Logic was introduced by Girard in 1987 [10]. Linear Logic is often called ‘logic of resources’, because unlike the ‘classical’ logic, Linear Logic can handle with expendable resources. The main difference between ‘classical’ logic and Linear Logic results from an expression saying: “From $A$, $A$ imply $B$ we obtain $B$”, in ‘classical’ logic $A$ is still available after $B$ is derived, but in Linear Logic $A$ consumed after $B$ is derived which means that $A$ is no longer available (see $L\rightarrow$ rule in table 2.1).

In addition to the implication ($\rightarrow$), there are more operators in linear logic. However we mention only those that are relevant for our encoding. One of the operators is a multiplicative conjunction ($\otimes$) whose meaning is consuming (on the left side of the implication, see $L\otimes$ rule in table 2.1) or obtaining (on the right side of the implication, see $R\otimes$ rule in table 2.1) resources together. Another operator is an exponential ($!$), which converts a linear fact (expendable resource) to a ‘classical’ fact (not expendable resource). At last, there are an additive conjunction ($\&$) and an additive disjunction ($\oplus$) whose meaning is close to modalities. Exactly when the additive conjunction is used on the right side of the implication, then only one alternative must be proved (see $R\&$ rule in table 2.1), but when the additive disjunction is used on the right side of the implication, then all the alternatives must be proved (see $R\oplus$ rule in table 2.1). If the additives are on the left side of the implication, proving is quite similar, only the meaning of the additive conjunction and additive disjunction is swapped (see $L\&$ and $L\oplus$ rules in table 2.1).

Proving in Linear Logic is quite similar to proving in the ‘classical’ logic, which is based on Gentzen’s style. Part of Linear Logic calculus needed to follow this paper is described in Table 2.1. The complete calculus of Linear Logic can be found in [10, 11, 21].

2.2 Planning problems

This subsection brings us some basic introduction which is needed to understand basic notions frequently used in a connection to planning problems.
In this paper we consider action-based planning problems like Block World, Depots, Logistics etc. These planning problems are based on worlds containing objects (boxes, robots, etc.), locations (depots, platforms, etc.) etc. Relationships between objects and places (Box 1 is on Box2, Robot 1 is in Depot 2, etc.) are described by predicates. The worlds can be changed only by performing of actions. The next definitions define notions and notations well known in classical action-based planning problems.

**Definition 1.** Assume that \( L = \{ p_1, \ldots, p_n \} \) is a finite set of predicates. Planning domain \( \Sigma \) over \( L \) is a 3-tuple \( (S, A, \gamma) \) where:

- \( S \subseteq 2^L \) is a set of states. \( s \in S \) is a state. If \( p \in s \) then \( p \) is true in \( s \) and if \( p \notin s \) then \( p \) is not true in \( s \).
- \( A \) is a set of actions. Action \( a \in A \) is a 4-tuple \( (p^+(a), p^-(a), e^-(a), e^+(a)) \) where \( p^+(a) \subseteq L \) is a positive precondition of action \( a \), \( p^-(a) \subseteq L \) is a negative precondition of action \( a \), \( e^-(a) \subseteq L \) is a set of negative effects of action \( a \) and \( e^+(a) \subseteq L \) is a set of positive effects of action \( a \) and \( e^-(a) \cap e^+(a) = \emptyset \).
- \( \gamma : S \times A \rightarrow S \) is a transition function. \( \gamma(s, a) = (s - e^-(a)) \cup e^+(a) \) if \( p^+(a) \subseteq s \) and \( p^-(a) \cap s = \emptyset \).

**Remark.** When a planning domain contains only actions without negative precondition we denote such an action by 3-tuple \( (p(a), e^-(a), e^+(a)) \) where \( p(a) \) is a positive precondition.

**Definition 2.** Planning problem \( P \) is a 3-tuple \( (\Sigma, s_0, g) \) such that:

- \( \Sigma = (S, A, \gamma) \) is a planning domain over \( L \).
- \( s_0 \in S \) is an initial state.
- \( g \subseteq L \) is a set of goal predicates.
Definition 3. Plan $\pi$ is an ordered sequence of actions $< a_1, \ldots, a_k >$ such that, plan $\pi$ solves planning problem $P$ if and only if there exists an appropriate sequence of states $< s_0, \ldots, s_k >$ such that $s_i = \gamma(s_{i-1}, a_i)$ and $g \subseteq s_k$. Plan $\pi$ is optimal if and only if for each $\pi' \mid \pi \mid \leq | \pi' |$ is valid (an optimal plan is the shortest plan solving a particular planning problem).

To get deeper insight about planning problems, see [9].

3 Planning in Linear Logic

In this section, we show that Linear Logic is a good formalism for encoding planning problems. Main idea of the encoding is based on the fact that predicates in planning problems can be represented as linear facts that can be consumed or obtained depending on performed actions.

3.1 Basic encoding of planning problems

Idea of a reduction of the problem of plan generation to finding a proof in Linear Logic was previously studied at [5, 15, 22]. At first we focus on such planning problems whose actions do not contain negative preconditions. As it was mentioned above, the predicates in planning problems can be encoded as the linear facts. Let $s = \{ p_1, p_2, \ldots, p_n \}$ be a state, its encoding in Linear Logic is following:

$$(p_1 \otimes p_2 \otimes \ldots \otimes p_l \otimes r_1 \otimes r_2 \otimes \ldots \otimes r_m)$$

Let $a = \{ p(a), e^-(a), e^+(a) \}$ be an action, its encoding in Linear Logic is following:

$$\forall p_i \in p(a) \setminus e^-(a), 1 \leq i \leq l; \forall r_j \in e^-(a), 1 \leq j \leq m; \forall s_k \in e^+(a), 1 \leq k \leq n$$

$$(p_1 \otimes p_2 \otimes \ldots \otimes p_l \otimes r_1 \otimes r_2 \otimes \ldots \otimes r_m) \vdash (p_1 \otimes p_2 \otimes \ldots \otimes p_l \otimes s_1 \otimes s_2 \otimes \ldots \otimes s_n)$$

Performing of action $a$ can be reduced to the proof in Linear Logic in following way ($\Gamma$ and $\Delta$ represent multiplicative conjunctions of literals and the vertical dots represent the previous part of the proof):

$$\vdots$$

$$\vdash (Id)$$

In most of planning problems it is not known how many times the actions are performed. This is the reason why the exponential $!$ is used for each rule representing the action. The proof must be modified in dependance of how many times the action is performed. There can be three cases:

- action $a$ is not performed — then use $W!$ rule in a following way:

$$\vdash (W!)$$
– action \( a \) is performed just once — then use \( D! \) rule in a following way:

\[
\frac{\Gamma, a \vdash \Delta}{\Gamma, !a \vdash \Delta} \quad (D!)
\]

– action \( a \) is performed more than once — then use \( D! \) and \( C! \) rule in a following way:

\[
\frac{\Gamma, !a, a \vdash \Delta}{\Gamma, !a \vdash \Delta} \quad (C!)
\]

The last thing which has to be explained is why a constant \( \top \) must be used. The reason is that a goal state is reached when some state contains all the goal predicates. The state can certainly contain more predicates. The importance of the constant \( \top \) can be seen in the following:

\[
g_1, \ldots, g_n \vdash g_1 \otimes \cdots \otimes g_n \quad (Id)
\]

Now it is clear that whole planning problem can be reduced to theorem proving in Linear Logic. Let \( s_0 = \{p_0, p_0, \ldots, p_{0_m}\} \) be an initial state, \( g = \{g_1, g_2, \ldots, g_q\} \) be a goal state and \( a_1, a_2, \ldots, a_n \) be actions encoded as above. The whole planning problem can be encoded in a following way:

\[
\vdash p_0, p_0, \cdots, p_{0_m},
\]

\[
\vdash (p_1^1 \otimes p_1^2 \otimes \cdots \otimes p_{1_q}^1 \otimes r_1^1 \otimes r_1^2 \otimes \cdots \otimes r_{1_{m_1}}^1) - (p_1^1 \otimes p_1^2 \otimes \cdots \otimes p_{1_q}^1 \otimes s_1^1 \otimes s_1^2 \otimes \cdots \otimes s_{1_{n_1}}^1),
\]

\[
\vdash (p_2^1 \otimes p_2^2 \otimes \cdots \otimes p_{2_q}^1 \otimes r_2^1 \otimes r_2^2 \otimes \cdots \otimes r_{2_{m_2}}^1) - (p_2^1 \otimes p_2^2 \otimes \cdots \otimes p_{2_q}^1 \otimes s_2^1 \otimes s_2^2 \otimes \cdots \otimes s_{2_{n_2}}^1),
\]

\[
\vdash \vdots
\]

\[
\vdash (p_q^1 \otimes p_q^2 \otimes \cdots \otimes p_{q_q}^1 \otimes r_q^1 \otimes r_q^2 \otimes \cdots \otimes r_{q_{m_q}}^1) - (p_q^1 \otimes p_q^2 \otimes \cdots \otimes p_{q_q}^1 \otimes s_q^1 \otimes s_q^2 \otimes \cdots \otimes s_{q_{n_q}}^1),
\]

\[
\vdash g_1 \otimes g_2 \otimes \cdots \otimes g_q \otimes \top
\]

The plan exists if and only if the above expression is provable in Linear Logic. Obtaining of a plan from the proof can be done by checking of the \((L \circ \circ)\) rules from the bottom (the expression) to the top (axioms) of the proof.

### 3.2 Encoding of negative predicates

Previous subsection showed how planning problems can be encoded in Linear Logic. However, this encoding works with the positive precondition only. In planning problems there are usually used negative preconditions which means that an action can be performed if some predicate does not belong to the current state. However in Linear Logic the negative preconditions cannot be encoded directly. Fortunately, there are some possible approaches for bypassing of this problem.

The first approach can be used in propositional Linear Logic. The basic encoding of planning problems must be extended with linear facts representing negative predicates (each predicate \( p \) will obtain a twin \( \neg p \) representing predicate \( p \not\in s \)). It is clear that either \( p \) or \( \neg p \) is contained in the each part of the
proof. The encoding of state \( s \), where predicates \( p_1, \ldots, p_m \in s \) and predicates \( p_{m+1}, \ldots, p_n \notin s \):
\[
p_1 \otimes \cdots \otimes p_m \otimes p_{m+1} \otimes \cdots \otimes p_n
\]
Each action \( a = \{p^+(a), p^-(a), e^-(a), e^+(a)\} \) from a given planning domain can be transformed to action \( a' = \{p'(a'), e^-(a'), e^+(a')\} \), where \( p'(a') = p^+(a) \cup \{p | p \in p^-(a)\} \), \( e^-(a') = e^-(a) \cup \{p | p \in e^-(a)\} \) and \( e^+(a') = e^+(a) \cup \{p | p \in e^+(a)\} \). The encoding of the action \( a' \) is following:
\[
\forall p_i \in p'(a') \setminus e^-(a'), 1 \leq i \leq l; \forall p_i' \in p'(a') \setminus e^-(a'), 1 \leq i' \leq l' \\
\forall r_j \in e^-(a'), 1 \leq j \leq m; \forall r_k \in e^+(a'), 1 \leq k \leq n \\
(p_1 \otimes p_2 \otimes \cdots \otimes p_l \otimes p_{l+1} \otimes p_{l+2} \otimes \cdots \otimes p_{l+m} \otimes r_1 \otimes r_2 \otimes \cdots \otimes r_m \otimes s_1 \otimes s_2 \otimes \cdots \otimes s_n \otimes \tau_1 \otimes \tau_2 \otimes \cdots \otimes \tau_m) \rightarrow \\
(p_1 \otimes p_2 \otimes \cdots \otimes p_l \otimes p_{l+1} \otimes p_{l+2} \otimes \cdots \otimes p_{l+m} \otimes s_1 \otimes s_2 \otimes \cdots \otimes s_n \otimes \tau_1 \otimes \tau_2 \otimes \cdots \otimes \tau_m)
\]
Second approach can be used in predicate Linear Logic. Each linear fact representing predicate \( p(x_1, \ldots, x_n) \) can be extended by one argument representing if predicate \( p(x_1, \ldots, x_n) \) belongs to the state \( s \) or not (\( p(x_1, \ldots, x_n) \in s \) can be represented as \( p(x_1, \ldots, x_n, 1) \) and \( p(x_1, \ldots, x_n) \notin s \) can be represented as \( p(x_1, \ldots, x_n, 0) \)).

3.3 Example

In this example we will use a predicate extension of Linear Logic. Imagine a version of "Block World", where we have slots and boxes, and every slot may contain at most one box. We have also a crane, which may carry at most one box.

**Objects:** 3 slots (1,2,3), 2 boxes \((a, b)\), crane

**Initial state:** \( \text{in}(a,1) \otimes \text{in}(b,2) \otimes \text{free}(3) \otimes \text{empty} \)

**Actions:**

\[
PICKUP(\text{Box, Slot}) = \{ p = \{\text{empty, in(\text{Box, Slot})}\}, \\
e^- = \{\text{empty, in(\text{Box, Slot})}\}, \\
e^+ = \{\text{holding(\text{Box}), free(\text{Slot})}\} \}
\]

\[
PUTDOWN(\text{Box, Slot}) = \{ p = \{\text{holding(\text{Box}), free(\text{Slot})}\}, \\
e^- = \{\text{holding(\text{Box}), free(\text{Slot})}\}, \\
e^+ = \{\text{empty, in(\text{Box, Slot})}\} \}
\]

**Goal:** Box \( a \) in slot 2, Box \( b \) in slot 1.
The encoding of the action \textit{PICKUP}(Box, Slot) and \textit{PUTDOWN}(Box, Slot):
\textit{PICKUP}(Box, Slot) : empty \otimes in(Box, Slot) \rightarrow holding(Box) \otimes free(Slot)
\textit{PUTDOWN}(Box, Slot) : holding(Box) \otimes free(Slot) \rightarrow empty \otimes in(Box, Slot)

The whole problem can be encoded in Linear Logic in the following way:
\textit{in}(a, 1), \textit{in}(b, 2), \textit{free}(3), \textit{empty}, \textit{!}(empty \otimes \textit{in}(Box, Slot) \rightarrow holding(Box) \otimes free(Slot)), \textit{!}(holding(Box) \otimes free(Slot) \rightarrow empty \otimes \textit{in}(Box, Slot)) \vdash \textit{in}(b, 1) \otimes \textit{in}(a, 2) \otimes \top

3.4 Additional remarks

The basic encoding is accurate if the following conditions are satisfied:

\begin{itemize}
  \item \(e^-(a) \subseteq p(a), \forall a \in A\)
  \item \(p(a) \subseteq s \text{ and } s \cap e^+(a) = \emptyset, \forall a \in A \text{ and } s \text{ is a state}\)
\end{itemize}

Even though there are not many domains violating these conditions, the violation may cause that the basic encoding is inaccurate. If the first condition is violated, it may happen that some actions normally performable will not be performable via Linear Logic, because all predicates from negative effects are placed on the left hand side of the implication which means that all predicates must be presented before the performance of the action (regarding the definition we can perform every action if all predicates from its precondition are presented in a certain state). If the second condition is violated, it may happen that after the performance of the action violating this condition some predicates will be presented more times than once. To avoid these troubles we have to convert the basic encoding into the encoding supporting negative predicates and we must put \((p \oplus \overline{p})\) into left side of implications for every predicate \(p\) which may cause the breaking of the conditions. It is clear that either \(p\) or \(\overline{p}\) is presented in every state. \((p \oplus \overline{p})\) on the left side of the implication ensures that either \(p\) or \(\overline{p}\) is removed from the particular state (depending on which one is available) and then there is added \(p\) (if \(p\) is in positive effects) or \(\overline{p}\) (if \(p\) is in negative effects).

4 Encoding optimizations of planning problems in Linear Logic

In the previous section, we showed the pure encoding of planning problems in Linear Logic. To improve efficiency of the searching for a plan, it is needed to encode some optimizations described in the next subsections.

4.1 Handling with static predicates

Static predicates are often used in planning problems. Static predicates can be easily detected, because each static predicate in a planning problem is such predicate that belongs to an initial state and does not belong to any effect of any
action (static predicates appear only in preconditions). It is possible to encode
the static predicates like 'classical' facts using the exponential \(!\). Assume action
\(a = \{p(a) = \{p_1, p_2\}, e^-(a) = \{p_1\}, e^+(a) = \{p_3\}\}\) where \(p_2\) is a static predicate.
Action \(a\) can be encoded in a following way:

\[(p_1 \otimes p_2) \rightarrow p_3\]

The encoding of static predicates is described in propositional Linear Logic for
better understanding. This encoding has the purpose in predicate Linear Logic
(in propositional Linear Logic static predicates can be omitted).

4.2 Blocking of actions

To increase efficiency of solving planning problems it is quite necessary to use
some technique which helps a solver to avoid unnecessary backtracking. Typi-

cally, the way how a lot of unnecessary backtracking can be avoided is blocking
of actions that are not leading to a solution (for example inverse actions).

The idea how to encode the blocking of actions rests in an addition of new
predicate \(can(a, x)\), where \(a\) is an action and \(x \in \{0, 1\}\) is representing a status
of action \(a\). If \(x = 0\) then action \(a\) is blocked and if \(x = 1\) then action \(a\) is
unblocked. Now it is clear that the encoding of action \(a\) can be done in the
following way: (Assume \(a = \{p(a) = \{p_1\}, e^-(a) = \{p_1\}, e^+(a) = \{p_3\}\}\))

\[
\begin{align*}
\langle can(a, 1) \otimes p_1 \rangle & \rightarrow (can(a, 1) \otimes p_1), \\
\langle can(a, 1) \otimes p_1 \rangle & \rightarrow (can(a, 0) \otimes p_3)
\end{align*}
\]

The first expression means that \(a\) does not block itself and the second expression
means that \(a\) blocks itself.

Assume that some action \(b = \{p(b) = \{q_1\}, e^-(b) = \{q_1\}, e^+(b) = \{q_2\}\}\) can
block action \(a\). Encoding of action \(b\) is following (\(can(b, ?)\) means \(can(b, 1)\) or
\(can(b, 0)\) like in the previous encoding of action \(a\)):

\[
\forall X : \langle can(b, 1) \otimes can(a, X) \otimes q_1 \rangle \rightarrow \langle can(b, ?) \otimes can(a, 0) \otimes q_2 \rangle
\]

The predicate \(can(a, X)\) from the expression above represents the fact that we
do not know if \(a\) is blocked or not. If \(a\) is already blocked then \(X\) unifies with 0
and anything remains unchanged (\(can(a, 0)\) still holds). If \(a\) is not blocked then
\(X\) unifies with 1 which means that \(a\) become blocked, because \(can(a, 1)\) is no
longer true and \(can(a, 0)\) become true.

Now assume that action \(c = \{p(c) = \{r_1\}, e^-(c) = \{r_1\}, e^+(c) = \{r_2\}\}\) can
unblock action \(a\). Encoding of action \(c\) can be done in a similar way like before.
The encoding of action \(c\) is following (\(can(c, ?)\) means \(can(c, 1)\) or \(can(c, 0)\) like
in the previous encoding of action \(a\)):

\[
\forall X : \langle can(c, 1) \otimes can(a, X) \otimes r_1 \rangle \rightarrow \langle can(c, ?) \otimes can(a, 1) \otimes r_2 \rangle
\]

The explanation how this encoding works is similar like the explanation in the
previous paragraph.
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4.3 Enforcing of actions

Another optimization which can help a solver to find a solution faster is enforcing of actions. Typically, when some action is performed it is necessary to perform some other action. It is possible to enforce some action by blocking of other actions, but it may decrease the efficiency, because each single action must be blocked in the way described in the previous subsection which means that formulae rapidly increase their length.

The idea how enforcing of actions can be encoded rests also in an addition of new predicate \( \text{can}(a) \), where \( a \) is an only action which can be performed. Let \( \text{can}(1) \) represent the fact that all actions can be performed. The encoding of action \( a = \{p(a) = \{p_1\}, e^-(a) = \{p_1\}, e^+(a) = \{p_3\} \} \) which does not enforce any other action is following:

\[
((\text{can}(a) \oplus \text{can}(1)) \otimes p_1) \rightarrow (\text{can}(1) \otimes p_3)
\]

The expression \( \text{can}(a) \oplus \text{can}(1) \) means that action \( a \) can be performed if and only if \( a \) is enforced by other action (\( \text{can}(a) \) is true) or all actions are allowed (\( \text{can}(1) \) is true).

Now assume that action \( b = \{p(b) = \{q_1\}, e^-(b) = \{q_1\}, e^+(b) = \{q_2\} \} \) enforces the action \( a \). The encoding of action \( b \) is following:

\[
((\text{can}(b) \oplus \text{can}(1)) \otimes q_1) \rightarrow (\text{can}(a) \otimes q_2)
\]

It is clear that in this encoding there is one or all actions allowed in a certain step. This idea can be easily extended by adding some new symbols representing groups of allowed actions.

4.4 Assembling of actions into a single action

Another kind of optimization in planning problems is assembling of actions into a single action, usually called macro-action (for deeper insight see [18]). This approach is based on a fact that some sequences of actions are used several times. Let \( a_1, \ldots, a_n \) be a sequence of actions encoded in Linear Logic in the way described before. For further usage we use shortened notation of the encoding:

\[
\bigotimes_{l \in F_i} l \rightarrow \bigotimes_{r \in \Delta_i} r \quad \forall i \in \{1, \ldots, n\}
\]

Assume that action \( a \) is created by an assembling of a sequence of actions \( a_1, \ldots, a_n \). Because \( a \) is also an action, the encoding is following:

\[
\bigotimes_{l \in F} l \rightarrow \bigotimes_{r \in \Delta} r
\]

The following algorithm shows how action \( a \) can be obtained from the sequence of actions \( a_1, \ldots, a_n \).
Algorithm 1:
INPUT: $\Gamma_1, \ldots, \Gamma_n, \Delta_1, \ldots, \Delta_n$ (see the previous encoding of actions $a_1, \ldots, a_n$)
OUTPUT: $\Gamma, \Delta$ (see the previous encoding of action $a$)

\[
\begin{align*}
\Gamma & := \Delta := \emptyset \\
\text{for } i &= 1 \text{ to } n \text{ do} \\
A & := \Delta \cap I_i \\
\Delta & := (\Delta \setminus A) \cup \Delta_i \\
\Gamma & := \Gamma \cup (I_i \setminus A) \\
\end{align*}
\]

endfor

Proposition 4. Algorithm 1 is correct.

Proof. The correctness of algorithm 1 can be proved inductively in a following way:

For $n = 1$, it is easy to see that algorithm 1 works correctly when only action $a_1$ is in the input. The for cycle on lines 2-6 runs just once. On line 3 it is easy to see that $A = \emptyset$, because $\Delta = \emptyset$. Now it can be seen that $\Delta = \Delta_1$ (line 4) and $\Gamma = I_1$ (line 5), because $A = \emptyset$ and $\Gamma$ and $\Delta$ before line 4 (or 5) are also empty.

Assume that algorithm 1 works correctly for $k$ actions. From this assumption imply existence of an action $a$ that is created by algorithm 1 from some sequence of actions $a_1, \ldots, a_k$ after $k$ steps of the for cycle in lines 2-6. Let $s$ be a state and $s'$ be a state which is obtained from $s$ by applying action $a$ (without loss of generality assume that $a$ can be applied on $s$). It is true that $s' = (s \setminus \Gamma) \cup \Delta$.

Let $a_{k+1}$ be an action which is applied on state $s'$ (without loss of generality assume that $a_{k+1}$ can be applied on $s'$). It is true that $s'' = (s' \setminus I_{k+1}) \cup \Delta_{k+1} = ((s' \setminus \Gamma) \cup \Delta) \setminus I_{k+1} \cup \Delta_{k+1}$. After $k+1$-th step of the for cycle (lines 2-6) action $a'$ is created (from sequence $a_1, \ldots, a_k, a_{k+1}$). When $a'$ is applied on state $s$, $s''' = (s' \setminus I_{k+1}) \cup \Delta'$. From lines 3-5 it can be seen that $I'' = I \cup (I_{k+1} \setminus (\Delta \cap I_{k+1}))$ and $\Delta' = (\Delta \setminus (\Delta \cap I_{k+1})) \cup \Delta_{k+1}$. Now $s''' = (s \setminus (I \cup (I_{k+1} \setminus (\Delta \cap I_{k+1})))) \cup ((\Delta \setminus (\Delta \cap I_{k+1})) \cup \Delta_{k+1})$. To finish the proof we need to prove that $s'' = s'''$. $p \in s''$ iff $p \in \Delta_{k+1}$ or $p \in \Delta \land p \notin I_{k+1}$ or $p \in s \land p \notin I \land (p \notin I_{k+1} \lor p \in \Delta)$. $p \in s'''$ iff $p \in \Delta_{k+1}$ or $p \in \Delta \land p \notin (\Delta \cap I_{k+1})$ or $p \in s \land p \notin I \land (p \notin I_{k+1} \lor (\Delta \cap I_{k+1}))$. It is easy to see that $p \in \Delta \land p \notin (\Delta \cap I_{k+1})$ is satisfied iff $p \in \Delta$ and $p \notin I_{k+1}$ is satisfied. $p \notin (I_{k+1} \setminus (\Delta \cap I_{k+1}))$ is satisfied iff $p \notin I_{k+1}$ or $p \in \Delta$ is satisfied. Now it is clear that $s'' = s'''$.

Algorithm 1 works with planning problems encoded in propositional Linear Logic. The extension of the algorithm to predicate Linear Logic can be simply done by adding of constraints symbolizing which actions’ arguments must be equal. This extension affect only a computation of intersection ($\Delta \cap I_{k+1}$).

The following algorithm for assembling of actions into a single action is based on a paradigm divide and conquer which can support a parallel implementation.
Algorithm 2:
INPUT: $\Gamma_1, \ldots, \Gamma_n, \Delta_1, \ldots, \Delta_n$ (see the previous encoding of actions $a_1, \ldots, a_n$)
OUTPUT: $\Gamma, \Delta$ (see the previous encoding of action $a$)

Function Assemble($\Gamma_1, \ldots, \Gamma_n, \Delta_1, \ldots, \Delta_n$):
if $n = 1$ then return $(\Gamma_1, \Delta_1)$ endif
$\Gamma', \Delta':=$ Assemble($\Gamma_1, \ldots, \Gamma_{\lceil \frac{n}{2} \rceil}, \Delta_1, \ldots, \Delta_{\lceil \frac{n}{2} \rceil}$)
$\Gamma'', \Delta'':=$ Assemble($\Gamma_{\lceil \frac{n}{2} \rceil + 1}, \ldots, \Gamma_n, \Delta_{\lceil \frac{n}{2} \rceil + 1}, \ldots, \Delta_n$)
$A := \Delta' \cap \Gamma''$
$\Gamma := \Gamma'' \cup (\Gamma'' \setminus A)$
$\Delta := \Delta'' \cup (\Delta' \setminus A)$
return $(\Gamma, \Delta)$
endFunction

Proposition 5. Algorithm 2 is correct.
Proof. The correctness of algorithm 2 can be proved in a following way:

$n = 1$ — It is clear that the assemblage of one-element sequence of actions $(a_1)$ is equal to action $a_1$ itself.

$n > 1$ — Let $a_1, \ldots, a_n$ be a sequence of actions. In lines 2 and 3 the sequence splits into two sub-sequences $(a_1, \ldots, a_{\lceil \frac{n}{2} \rceil})$ and $(a_{\lceil \frac{n}{2} \rceil + 1}, \ldots, a_n)$ and algorithm 2 is applied recursively on them. Because $\lceil \frac{n}{2} \rceil < n$ when $n > 1$, it is easy to see that the recursion will finitely terminate (it happens when $n = 1$). Now it is clear that $a'$ and $a''$ are actions obtained by the assembling of sequences $a_1, \ldots, a_{\lceil \frac{n}{2} \rceil}$ and $a_{\lceil \frac{n}{2} \rceil + 1}, \ldots, a_n$. These actions are assembled into a single action $a$ at lines 4-6. The proof of the correctness of this assemblage is done in the proof of proposition 1.

Algorithm 2 can be extended to predicate Linear Logic in a similar way like algorithm 1.

5 Linear Logic in planning with resources

Planning problems with resources becomes commoner, because it has more practical applicability than classical planning. Linear Logic itself as mentioned before is often called ‘logic of resources’. Even though propositional Linear Logic does not seem to be good for representing planning problems with resources. We are able to represent the number of units of resources by linear facts, but handling with them is difficult, making the encoding much more complex. The biggest problem is refilling of the resources to some predefined level, because in Linear Logic we usually cannot find out how many units of the resources are remaining. Instead of propositional Linear Logic we can use predicate Linear Logic where we are able to use function symbols like $+$ or $-$. In addition, we can use comparative operators that can be represented in Linear
Logic notation as binary predicates with exponential !. Here, all classical function symbols and comparative operators are written in classical infix form. Let \( a = \{ p(a) = \{ p_1 \}, e^-(a) = \{ p_1 \}, e^+(a) = \{ p_3 \} \} \) be an action which in addition requires at least 3 units of resource \( r \) and after performance of \( a \) 3 units of \( r \) will be consumed. The encoding of \( a \) is following:

\[
\forall X : (p_1 \otimes r(X) \otimes X \geq 3) \rightarrow (p_3 \otimes r(X - 3))
\]

Let \( b = \{ p(b) = \{ q_1 \}, e^-(b) = \{ q_1 \}, e^+(b) = \{ q_2 \} \} \) be an action which in addition refills resource \( r \) to 10 units. The encoding of \( b \) is following:

\[
\forall X : (q_1 \otimes r(X)) \rightarrow (q_2 \otimes r(10))
\]

Predicate \( r \) representing some resource must appear on the both sides of the implication, because in every state predicate \( r \) must be listed just once. The first rule can be applied if and only if \( p_1 \) is true and \( r \) contains at least 3 units. It is done in the left side of the implication where predicates \( p_1 \) and \( r \) are removed. In the right side of the implication we add predicates \( p_3 \) and \( r \), where \( r \) is decreased by 3 units. The second rule can be applied if and only if \( q_1 \) is true (do not depend on \( r \)). It is done in the left side of the implication where predicates \( q_1 \) and \( r \) are removed. In the right side of the implication we add predicates \( q_2 \) and \( r \), where \( r \) is set to 10 units.

6 Linear Logic in planning under uncertainty

The main difference between deterministic planning and planning under uncertainty is such that actions in planning under uncertainty can reach more states (usually we do not know which one). The main advantage of Linear Logic, which can be used in planning under uncertainty, are additive operators (\&) and (\⊕).

We have two options how to encode uncertain actions. In the following expressions we assume that after the performance of action \( a \) on state \( s \) we obtain one of \( s_1, s_2, \ldots, s_n \) states in the certain steps (remember the encodings of states):

\[
s \rightarrow (s_1 \& s_2 \& \ldots \& s_n)
\]

\[
s \rightarrow (s_1 \oplus s_2 \oplus \ldots \oplus s_n)
\]

If we use additive conjunction (\&) we want to find a plan which may succeed (with nonzero probability). Recall the rule L\& which gives the choice which state will be set as following. If we use additive disjunction (\oplus) we want to find a plan which certainly succeeds. Recall the rule L\oplus which tells that we have to proof that from all of the following states we can certainly reach the goal. Even though Linear Logic cannot handle probabilities well, we can use it for decision if there exists some plan which certainly succeed or if there is no chance to find some plan which may succeed.
7 Conclusions and future research

The previous research showed that Linear Logic is a good formalism for encoding many problems with expendable resources like planning problems, because in comparison to the other logics, Linear Logic seems to be strong enough to represent also planning problems with time and resources. This paper extends the previous research in this area by providing detailed description of encoding of planning problems into Linear Logic and by showing that many optimizations of planning problems, which helps a planner to find a solution more quickly, can be also easily encoded in Linear Logic. Main advantage of this approach also rests in the fact that an improvement of the Linear Logic solver leads to improved efficiency of the planner based on Linear Logic.

One of possible directions how to implement an efficient algorithm for solving planning problems encoded in Linear Logic is using the connection between Linear Logic and Petri Nets. It is not difficult to see that the encoding of the planning problems is similar to an encoding of Petri Nets. The implementation of an unfolding algorithm for reachability problem in Petri Nets for solving planning problems has been done by [13] and showed very good results. We will study the possibility of extending this algorithm in the way that the extended algorithm will support the encoding of planning problems in predicate Linear Logic. There is a possibility of extension of the presented encodings of planning problems in Linear Logic into Temporal Linear Logic (to learn more about Temporal Linear Logic, see [25]). It seems to be a very useful combination, because Temporal Logic can give us more possibilities for encoding of relationships between actions. Another possible way of our future research is using of the encodings of the optimizations for transformation of planning domains. Transformed planning domains can be used with existing planners and can reach better results, because the presented optimizations of planning problems can help the planners to prune the search space. We focused on getting knowledge from plan analysis which helps us to find out the optimizations. We studied it in [6] and results that were provided there are very interesting. At last, Linear Logic seems to be strong enough to encode planning problems with time. Basic idea of this extension comes from the fact that time can be also encoded into linear facts. The usage of predicate Linear Logic seems to be necessary in this case as it as in planning with resources.
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Abstract. Constraint programming is mainly used to solve combinatorial problems such as scheduling and allocation, which are of vital importance to modern business. In this paper, we introduce the course and examination timetabling problems at the German University in Cairo. As manual generation of schedules is time-consuming and inconvenient, we show how these problems can be modeled as constraint satisfaction problems and can be solved using SICStus Prolog with its powerful constraint library.

1 Introduction

Timetabling problems are real life combinatorial problems concerned with scheduling a certain number of events within a specific time frame. If solved manually, timetabling problems are extremely hard and time consuming and hence the need to develop tools for their automatic generation [6].

The German University in Cairo (GUC) started in Winter 2003. Each year the number of students increases and the timetabling problem whether for courses or examinations becomes more difficult. For the past four years, schedules for both courses and exams have been generated manually. The process involves attempting to assign courses/exams to time slots and rooms while satisfying a certain number of constraints. Processed manually the course timetabling took on average one month, while the examination timetabling two weeks. With the growing number of students, the GUC timetabling problems have become too complex and time-consuming to be solved manually.

In this paper, we will address the problems of the course and examination timetabling at the GUC. The course timetabling aims at generating a schedule which is personalized for all students in the different faculties at the university. This task should be done once every semester. The goal of examination timetabling is to produce a personalized examination schedule for all students enrolled in the GUC. It is generated three times per semester. Once for the midterm examinations, which occur in the middle of the semester and are distributed over a one week period; once during the final examinations, which occur
at the end of the semester and are distributed over a two weeks period; and one last time for the make up examinations which occur after the end of the semester and are distributed over a two weeks period.

Several approaches have been used to solve such combinatorial problems [8], e.g., using an evolutionary search procedure such as ant colony optimization [3], or using a combination of constraint programming and local search techniques [7], or using graph coloring approach [2].

In this paper, we present an ongoing research to develop a constraint-based system to solve both of the course and examination timetabling problems at the GUC. Constraint programming is a problem-solving technique that works by incorporating constraints into a programming environment [1]. Constraints are relations which specify the domain of solutions by forbidding combinations of values. Constraint programming draws on methods from artificial intelligence, logic programming, and operations research. It has been successfully applied in a number of fields such as scheduling, computational linguistics, and computational biology.

The paper is organized as follows. The next section introduces the GUC examination and course timetabling problem and their requirements. Then we show how the problem can be modeled as a constraint satisfaction problem (CSP) and how we implemented the different constraints in SICStus Prolog. Finally, we conclude with a summary and future work.

2 Problem Description and Requirements

The GUC consists of four faculties, namely the Faculty of Engineering, the Faculty of Pharmacy and Biotechnology, the Faculty of Management, and the Faculty of Applied Arts. Currently, at the GUC, there are 140 courses offered and 5500 students registered for which course and examination timetables should be generated. There are 300 staff members available for teaching and invigilating as well as 1300 seating resources. Each faculty offers a set of majors. For every major, there is a set of associated courses. Courses are either compulsory or elective. Faculties do not have separate buildings, therefore all courses and all exams from all faculties should be scheduled taking into consideration shared room resources.

2.1 Course Timetabling

Students registered to a major are distributed among groups for lectures (lecture groups) and groups for tutorials or labs (study groups). A study group consists of maximum 25 students. Students registered to study groups are distributed among language groups. In each semester study groups are assigned to courses according to their corresponding curricula and semester. Due to the large number of students in a faculty and lecture hall capacities, all study groups cannot attend the same lecture at the same time. Therefore, groups of study groups are usually
assigned to more than one lecture group. For example, if there are 27 groups studying Mathematics, then 3 lecture groups will be formed.

The timetable at the GUC spans a week starting from Saturday to Thursday. A day is divided to five time slots, where a time slot corresponds to 90 minutes. An event can take place in a time slot. This can be either a lecture, exercise, or practical session and it is given by either a lecturer or a teaching assistant. Usually, lectures are given by lecturers and exercise and practical sessions are given by teaching assistants. In normal cases, lectures take place at lecture halls, exercise sessions at exercise rooms and practical sessions take place in specialized laboratories depending on the requirements of a course. In summary, an event is given by a lecturer or an assistant during a time slot in a day to a specific group using a specific room resource. This relationship is represented by a timetable for all events provided that hard constraints are not violated. Hard constraints are constraints that cannot be violated and which are considered to be of great necessity to the university operation. These constraints can be also added by some lecturers like part timers or visiting professors. Hard constraints will be outlined and discussed later in this section. The timetable tries to satisfy other constraints which are not very important or critical. Such constraints are known as soft constraints that should be satisfied but maybe violated. For example, these constraints can come in form of wishes from various academic staff.

Courses have specific credit hours. The credit hours are distributed on lecture, exercise, or practical sessions. Every two credit hours correspond to a teaching hour. A teaching hour corresponds to a time slot on the timetable. Sessions with one credit hour corresponds to a biweekly session. These sessions are usually scheduled to take place with other biweekly sessions if possible. For example a course with 3 lecture credit hours, 4 exercise credit hour and 0 practical credit hours can be interpreted as having two lectures per week one being scheduled weekly and the other is biweekly, two exercise sessions per week and no practical sessions. Lecture groups and study groups take the corresponding number of sessions per week. Courses might have hard constraints. Some courses require specialized laboratories or rooms for their practical or exercise sessions. For example, for some language courses a special laboratory with audio and video equipment is required. The availability of required room resources must be taken into consideration while scheduling. Some lecturers have specific requirements on session precedences. For example, in a computer science introductory course a lecturer might want to schedule exercise sessions before practical sessions.

Furthermore, some constraints should be taken into consideration to improve the quality of education. An important constraint is that no lectures should be scheduled in the last slot of any day. Another constraint requires that a certain day should have an activity slot for students, and a slot where all university academics can meet. For those slots no sessions should be scheduled. A study group should avoid spending a full day at the university. In other words, the maximum number of slots that a group can attend per day is 4. Therefore, if a group starts its day on the first slot, then it should end its day at most on the fourth slot, and if it starts its day on the second slot, then it should end its day at
most on the fifth slot. Furthermore, the number of days off of a group depends on the total number of credit hours a group has. For example, if a group has a total of 24 course credit hours in a semester, the total number of slots needed would be $\frac{24}{2} = 12$ slots, which corresponds to 3 study days, then a group may have $6 - 3 = 3$ days off in a week.

A certain number of academics are assigned to a course at the beginning of a semester. Teaching assistants are assigned to one course at a time. For courses involving practical and exercise sessions, a teaching assistant can be assigned to both an exercise and a practical session or one of them. This should be taken into consideration when scheduling to avoid a possible clash. Furthermore, the total numbers of teaching assistants assigned to a session should not exceed the maximum number of assistants assigned to the corresponding course at any time. A lecturer can be assigned to more than one course. This should be considered when scheduling in order to avoid a possible overlap. Academics assigned to courses have a total number of working and research hours per day and days off that need to be considered when scheduling. Courses should be scheduled in a manner such that the number of session hours given by an academic should not exceed his or her teaching load per day taking into consideration days off. For some courses, part-time lecturers are assigned. Those lecturers impose hard constraints most of the time. They might have special timing requirements or room requirements. These constraints are considered of a high priority and must be taken into consideration.

Another problem that resides when scheduling is the GUC transportation problem. The GUC provides bus transportation services for both students and academics. Two bus rounds take place in the beginning of the day to transport students and academics from various meeting points in Cairo. Other bus rounds take place, one after the fourth slot and the other after the fifth slot to transport students and academics back home. The first round delivers students just before the first slot and the second round delivers students just before the second slot. The number of students coming each day at the GUC by bus should be as balanced as possible in a way such that no limitation as possible is encountered with bus resources.

### 2.2 Examination Timetabling

The GUC examination timetabling problem aims at producing examination schedules for all courses given in a particular term.

The examination slots at the GUC differ from the midterms to the final examinations. Usually the midterm examinations are distributed over a one week period where the days are divided into four examination slots and the duration of each examination slot is 2 hours. The final examination period consist of two weeks with three examination slots per day where each examination slot is 3 hours.

The GUC examination timetabling problem consists of a set of courses and a set of students that need to be scheduled within limited resources of time and space. The task is to assign the student groups to examination slots and thus
produce examination schedules for the midterm and final examinations. Since scheduling of the student groups from the different faculties is interdependent as time, space and specific courses are shared, schedules for the different faculties cannot be produced separately and thus a single schedule for the whole university must be generated.

The GUC examination timetabling problem can be performed in two phases. In the first phase, the different course examinations are assigned to time slots while taking into account only the total number of students enrolled in the courses and the total number of available seats. In the second phase, after producing the examination schedule for all student groups, distribution of students among the rooms is done. In this paper, we will only model the first phase as a constraint satisfaction problem and solve it using constraint programming. The second phase does not require constraint techniques. A simple algorithm was designed and implemented using Java to distribute the students among the examination rooms and seats. In both phases, the different constraints that are imposed by the regulations of the GUC Examination Committee have to be taken into account. Dividing the examination scheduling problem into two parts reduces the complexity since the number of constraints that must be satisfied per phase is decreased. This division is feasible since the total number of seats is considered in the course scheduling (first) phase.

When assigning an examination to a certain time slot, several constraints must be considered.

**Time Clash Constraint:** A student group cannot have more than one examination at the same time.

**Semester Clash Constraint:** Student groups from the same major but in different semesters cannot have examinations at the same time. This is needed to enable students who are re-taking a course from a previous semester due to poor performance to sit for the course examination.

**Core Exam Constraint:** A student group cannot take more than one core examination per day.

**Exam Restriction Constraint:** A student group cannot have more than a certain number of examinations per day.

**Difficulty Constraint:** A student group cannot have two difficult examinations in two consecutive days (difficulty rating for a course is assigned by the course lecturer and students).

**Capacity Constraint:** The total number of students sitting for an examination in a certain time slot cannot exceed a predefined limit. This constraint ensures that the total number of students sitting for an examination at a certain time slot do not exceed the total number of available seats in the university campus.

**Pre-assignment Constraint:** An examination should be scheduled in a specific time slot.

**Unavailability Constraint:** An examination should not be scheduled in a specific time slot.
3 Modeling the Timetabling Problem as a CSP

Constraint satisfaction problems have been a subject of research in Artificial intelligence for many years [9]. A constraint satisfaction problem (CSP) is defined by a set of variables each having a specific domain and a set of constraints each involving a set of variables and restricting the values that the variables can take simultaneously. The solution to a CSP is an assignment that maps every variable to a value. To implement the problem, we have chosen the constraint logic programming (CLP) paradigm. This paradigm has been successful in tackling CSPs as it extends the logic paradigm by supporting the propagation of constraints for a specific domain providing an efficient implementation of computationally expensive procedures [4]. We have used the finite domain constraint library of SICStus Prolog (clpfd) to model the problem. In the following, the different types of constraints are described [5]:

**Domain Constraints:** Domain constraints are used to restrict the range of values variables can have. The constraint domain is used to restrict the domain of a variable or a list of variables. For example, the constraint domain([s1,s2],5,25) restricts the domain of s1 and s2 to be between 5 and 25.

**Arithmetic Constraints:** Many arithmetic constraints are defined in SICStus Prolog constraint library. Arithmetic constraints are in the form

`Expr RelOp Expr`

where Expr generally corresponds to a variable or a normal arithmetic expression, and RelOp is an arithmetic constraint operator like #=, #\<, #>, #>=, and #=<. For example, X#=Y constraints the variables X and Y to be equal to each other, and X+Y#>=3 constraints that the sum of X and Y should be greater than or equal to 3.

**Propositional Constraints:** Propositional constraints enable the expressions of logical constraints. Two of the propositional constraints are the conjunction X#/\Y and disjunction X#/\Y. These constraints represent the conjunction and the disjunction of two constraints. For example, adding the constraint X#=Y #\X#=Z constrains that X can either be equal to Y or Z.

**Combinatorial Constraints:** Combinatorial constraints vary in form. Two of the widely used constraints are all_different/1 and count/4. The input for the global constraint all_different is a list. The constraint ensures that all elements of the list are distinct. For example if the input list is a list of sessions from s1..sN, then the constraint will be added as all_different([s1,s2,...,sN]). Another combinatorial constraint used is count/4. The constraint is of the form count(Val,List,RelOp,Count), where Val is a number, List is a list of variables, RelOp is an arithmetic constraint operator, and Count is a number. The constraint is satisfied if N is the number of elements of List that are equal to Val and N RelOp Count. For example, count(1,[A,B,C],#<,2) constraints that the total number of elements in the list [A,B,C] having the value 1 should be less than 2.
Other combinatorial constraints used were the \textit{serialized} and \textit{cumulative}. The constraint \textit{serialized}/2 constrains $x$ tasks, each with a starting time and duration so that no tasks overlap. The constraint \textit{cumulative} consists of the following parameters: \textit{Starts}, \textit{Durations}, \textit{Resources}, and \textit{Limit}:  
- \textit{Starts} = $[S_1, \ldots, S_n]$ is a list with the starting time of $n$ tasks  
- \textit{Durations} = $[D_1, \ldots, D_n]$ is a list with the durations of $n$ tasks  
- \textit{Resource} = $[R_1, \ldots, R_n]$ is the amount of resources available for each task  
- \textit{Limit} = $[L_1, \ldots, L_n]$ is the list with the maximum resource limit each task could use.

### 3.1 Course Timetabling Model

In our model, we have 5 slots in a day and 6 days in a week, our domain is chosen to be from 1 to 30 where each number corresponds to a slot. For example, slot 1 would correspond to the first slot on Saturday, and slot 23 would correspond to the third slot on Wednesday. Consequently, slots from 1 to 5 correspond to Saturday, 6 to 10 correspond to Sunday, 11 to 15 correspond to Monday, and so on. Figure 1 visualizes the timetable.

<table>
<thead>
<tr>
<th></th>
<th>First</th>
<th>Second</th>
<th>Third</th>
<th>Fourth</th>
<th>Fifth</th>
</tr>
</thead>
<tbody>
<tr>
<td>SAT</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>SUN</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td>MON</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>15</td>
</tr>
<tr>
<td>TUE</td>
<td>16</td>
<td>17</td>
<td>18</td>
<td>19</td>
<td>20</td>
</tr>
<tr>
<td>WED</td>
<td>21</td>
<td>22</td>
<td>23</td>
<td>24</td>
<td>25</td>
</tr>
<tr>
<td>THU</td>
<td>26</td>
<td>27</td>
<td>28</td>
<td>29</td>
<td>30</td>
</tr>
</tbody>
</table>

**Fig. 1. CSP Model Timetable**

At each slot a group attends an instance of a course (lecture, tutorial, or practical session). We define this relationship by the tuple $(\text{COURSE, GROUP, TYPE, SEQ, BI})$, where \textit{COURSE} is a unique identifier of a certain course, \textit{GROUP} is a unique identifier of a certain group, \textit{TYPE} declares the course instance (LECT for a lecture session, EXER for an exercise session, and PRAC for a practical session), \textit{SEQ} enumerates the instance number (for example if two lectures are offered within the week, then two sequences are defined, namely 1 and 2), and \textit{BI} is a boolean value that defines if an instance should be scheduled as biweekly session. We define our variables to the problem by the tuple $(x_n = (\text{COURSE, GROUP, TYPE, SEQ, BI}))$ and the associated domain for each variable is a value from 1 to 30 ($D = [1, \ldots, 30]$).

Considering the relationship represented by the tuple, our variables correspond to lecture, exercise, and practical sessions taken by groups. The model
expresses the problem of finding a slot for every course instance associated with a group such that constraints on the variables are not violated. In the next section we describe how we can model our set of constraints. The constraints will be applied until a solution is found. A solution describes when every session for each group would be scheduled taking into consideration the constraints of room, lecturers, and teaching assistant resources. The following describes the real constraints and how we used the SICStus clpfd library to model them:

**Domain of Sessions is from 1 to 30:** To restrict the domain of the sessions, we use the global constraint `domain`. In order to constraint the list `L` of all variables, we add the constraint `domain(L,1,30)`.

**Group Session Overlap:** The sessions of a study group should not overlap; i.e., a study group cannot attend two different courses at the same time. The global constraint `all_different` is used to model constraints on sessions where no overlap should be encountered. For example, if sessions `s1,s2,s3` belong to a group, then we add a constraint `all_different([s1,s2,s3])`.

**Lecturer giving more than a course:** Academic members who teach more than one course should not have their sessions overlapped while scheduling. To ensure this, we add an `all_different` constraint to constrain the sessions given by an academic member.

**Full Day Prevention Constraint:** To avoid bringing a group for a full day, then their associated sessions in a day should not be scheduled either in the first slot or in the last slot. To model this we use the inequality constraint with the conjunction `#\` and the disjunction `#\` constraints to exclude the first session and the last session of each day for every group. For example, if the following sessions `s1, s2, s3` are for a group and we would like to constraint the first day (slots 1,2,3,4,5), we add the constraint

\[
(s1 #\= 1 \#\ / \ s2 #\ = 1 \#\ / \ s3 #\ = 1) #\ / \\
(s1 #\ = 5 \#\ / \ s2 #\ = 5 \#\ / \ s3 #\ = 5).
\]

**Course Precedence Requirements:** For all courses that have special precedence requirements on sessions (i.e., if an exercise session must be scheduled before a practical session), we use the less than constraint `#<`. For example, if `s2` is before `s1` we add the constraint `s2#<s1`.

**Part-Time Lecturer Constraints:** If a part-time lecturer selects a certain slot to give a session, then all session variables given by this lecturer will be constrained, using the equality constraint, `#=` to the required slot number. For example, consider a part timer giving the session `s1`, and can only come on the third and the fourth slots on Saturday (slots correspond to 3 and 4). We add the constraint `s1#=4 #\ / s1#=5`.

**Lecturer Holiday Constraint:** In order to express a lecturer holiday constraint and avoiding scheduling any courses taught by him on that day, we constrain all sessions given by the lecturer not to have the values of the day using the inequality constraint `#\=` with the disjunction constraint. For example, if a lecturer giving the session `s1` is off on Saturday, then we add the constraint `s1#\ = 1 #\ / s1#\ = 2 ... #\ / s1#\ = 5`.
Activity Slots, Free Sessions and Holidays: Slots that are required to remain empty with no scheduled sessions (as for the student activities slot) can be easily modeled by using the combinatorial constraint \textit{count}. This is achieved by constraining the count of all variables in a list having the slot value is equal to zero. For example, if sessions $s_1...s_n$ are not to be scheduled on the first session on Sunday, then we add the constraint \textit{count}(6, [s_1...s_n], #=, 0).

Room Resources Constraint: In order to avoid scheduling exercise sessions in a slot more than the number of rooms available we constrain all the exercise sessions for every slot to be less than or equal the maximum number of available rooms using the \textit{count} constraint with the arithmetic constraint operator \#=<. For example if we cannot schedule more than 50 exercises per slot for sessions $s_1, s_2,..., s_N$ we simply add \textit{count}(\textit{Slot}, [s_1,s_2...s_N], #=<, 50), where \textit{Slot} indicates the slot number (we have to define this constraint for all slots).

Teaching Assistant Resources: The \textit{count} constraint is also used to limit the number of sessions scheduled per slot with the number of available teaching assistants assigned to the course or with the number of available room resources for a specific session (like a practical session).

Number of Lecture Sessions in a Day: We use the \textit{count} constraint to constraint the total number of lectures per day. In order to model this we map all sessions to their corresponding day. This is done by subtracting 1 from the slot value and dividing by 5. By that we end with a value between 0 and 5 indicating the day. For example, for Saturday, the third slot has the value 3. Subtracting one from the value results in 2, dividing by 5 gives 0 which indicates day 0 (Saturday). As another example, for Monday, the second slot has the value 12. Performing the above operations, we get the value 2 which indicates the third day (Monday). We constraint the variables after applying the indicated operations (subtraction of one followed by division by 5) with the \textit{count} constraint such that we have at most two lectures per day. For example, if lecture sessions $s_1...s_n$ are taken by a group, we add the constraint \textit{count}(0, [(s_1-1)/5,(s_2-1)/5,...,(s_n-1)/5], #=<, 2) for Saturday, and similarly for the rest of the week (Saturday is 0, Sunday is 1, Monday is 2, and so forth).

3.2 Examination Timetabling Model

In modeling the GUC examination timetabling problem as a CSP we use the following notation:

- $n$ is the number of courses to be scheduled,
- $D = \{1, \ldots, m\}$ indicates a set of $m$ time slots,
- $T = \{T_1, \ldots, T_n\}$ represents the time slot variables for all examinations, where $T_i$ indicates the time slot assigned to an examination $i$,
- $l$ is the number of all student groups in the university,
- The domain of every variable $T_i$ is between 1 and $m$,
where \( m \) is the number of available time slots and can be calculated by multiplying the number of days of the examination period by the number of slots per day. For example, if the examination period consists of 6 days and every day consists of 3 time slots, then the available number of time slots is 18.

Different constraints are applied on \( T \), eliminating the different values each variable can take and thus reducing the domains of every variable to improve the efficiency of the search.

Now we describe the requirements of our problem in terms of SICStus Prolog using the constraint solver over finite domains (clpfd).

Time clash constraint stating that no student can have more than one exam at the same time slot can be enforced using the all_different/1 global constraint. We have to constrain the \( l \) sets of variables representing the courses for every group of students to be different. Let \( T_{\text{group}} = [T_1, \ldots, T_j] \) be a list of variables that represent examination time slots of a specific group. Applying the all_different/1 constraint on this list would ensure that all exams for that group are held in different time slots. Note that \( T_{\text{group}} \) is a subset of \( T \).

In order to abide to the semester clash constraint, we have to take into consideration that all examinations of the same major should be scheduled at different time slots. Let \( Y \) be the number of courses of a certain major. \( T_{\text{major}} = [T_1, \ldots, T_Y] \) is a list of variables representing examination time slots for these courses. Applying the all_different/1 constraint on these variables will ensure that all these exams are assigned to different time slots. The difficulty constraint has to be fulfilled in order to produce a valid examination schedule. We cannot schedule two difficult exams consecutively. Knowing the difficulty rating of every course, all time slot variables for difficult examinations can be known.

For every two variables representing difficult examinations of a student group an inequality constraint (\( \# \leq \) ) is imposed on their difference. This difference has to be greater than a certain number.

Enforcing the core exam constraint produces an acceptable examination schedule. A student cannot take more than one core exam per day. We can impose this constraint using the serialized/2 global constraint. In our case, if we add to the duration of every core exam the number of slots per day, we can get a gap of at least one day between every two core examinations. Let \( Z \) be the number of core courses of a certain student group and \( T_{\text{core}} = [T_1, \ldots, T_Z] \) be a list variables that represent the time slots for these courses. Applying the following constraint

\[
\text{serialized}(T_{\text{core}},[\text{Gaps\_added\_durations}])
\]

will ensure that the gaps between core examinations is at least one day.

Exam restriction constraint limits the number of examinations held per day for every student to be less than a certain number. The variables that represent the examination time slots for every student group are known. The global constraint count/4 can be used to limit the number of variables assigned to the same day to be less than a certain number. Let \( x \) be the number of courses assigned to a specific student group, \( T = [T_1, \ldots, T_x] \) is a list of variables representing the
day of every examination slot and $1 \leq Y \leq m$, then $\text{count}(Y, T, \#<, 3)$ should be applied $m$ times for every group of students constraining the number of exams held on every day to be less than 3.

In order to enforce the capacity constraint, the number of all students attending an examination at a certain time slot should not exceed a certain limit: The \textit{cumulative/4} global constraint can be used to assign a number of examinations to the same time slot constraining the number of students to be less than the specified limit.

\[ \text{cumulative(Starts, Durations, Capacities, limit)} \]

Here $\text{Starts}$ is a list of variables representing all courses, $\text{Durations}$ is a list of all examination durations, $\text{Capacities}$ is a list of the number of students enrolled in every course, and $\text{limit}$ is the number of seats available for examination.

Preassignment and unavailability constraints that restrict an exam to be scheduled in a given time slot or should not be scheduled in such time slot can be imposed using the equality and the inequality constraints. For example if a course $T_i$ has to be assigned to time slot $j$ then the constraint $T_i \neq j$ is added.

4 Implementation and Testing

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{architecture.png}
\caption{System Architecture}
\end{figure}

Our system is composed of four components.

- A relational database that is used to store all needed information about courses, students and rooms.
– A Java based engine that is used to generate the CLP code and solves the second phase of the problem by assigning courses and students to examination rooms.

– A Prolog engine that is responsible for running the generated CLP code and getting a solution for the first phase of the problem by assigning a time slot to every examination.

– A graphical user interface implemented in Java that is used to display the results of both phases.

Figure 2 shows our system architecture. The relational database was used to store all the needed information about the input data such as courses, student groups and rooms as well as the output data such as the exams with their examination time slots and examination rooms. Relations between the different tables of the database are maintained in order to specify the courses of every student group and the rooms in which every exam of a course is held. An instance of an examination is expressed by a pair \( \text{exam}(C,T) \), where \( C \) is a unique course identifier and \( T \) is the examination time slot assigned to that course. Instances of examinations of the different courses are the inputs to our problem.

In general, a CLP program consists of three basic parts. We begin by associating domains to the different variables we have, then the different constraints of the problem are specified, and finally a labeling strategy is defined to look for a feasible solution via a backtrack search or via a branch-and-bound search. Labeling, which is used to assign values to variables, is needed since constraint solving is in general incomplete. We employed the first-fail strategy to select the course to be scheduled and a domain splitting strategy to select a period from the domain of the selected course. First-fail selects one of the most-constrained variables, i.e. one of the variables with the smallest domain. Domain splitting creates a choice between \( X \leq M \) and \( X > M \), where \( M \) is the midpoint of the domain of \( X \). This approach yielded a good first solution to our problem. The input to a CLP program is usually in the form of a list. Constraints are expressed using the predefined constraints implemented in the constraint solver over finite domains \( \text{clpfd} \).

Initially, we query the database using Java to obtain all the information needed to be able to produce a valid assignment. The CLP code is generated such that it restricts the solutions using the constraints already chosen by the user through the graphical interface. The input to our problem is a list of timetable instances. While generating that list we constrain the values of the time slot variables using the membership global constraint \( \text{domain/3} \). After generating the list of instances, different constraints are applied to the variables eliminating values of their domains until finally a solution is reached.

After generating the SICStus Prolog code, Jasper\(^1\) is used to consult the program and parse the values of the variables that represent the time slots for the different examinations. These values with their associated examination instances are stored in the database. A graphical user interface is then used to display the generated timetable.

\(^1\) a Prolog interface to the java virtual machine
Our system was tested on realistic data and constraints for the generation of the course and examination timetable for the Winter term 2007-2008. Our testing environment was a Microsoft Windows Vista Ultimate running on a 32-bit processor at 1.73 GHz with 1 GB of RAM. Solutions were generated in a few seconds. For examination timetabling, the test data consisted of 140 courses, 5500 students, and 1300 available seats for them. For the course timetabling, we have tested the system on three main different study groups majoring in their second semester with a total of 473 course instance variables (corresponding to lecture, exercise, and practical session) to be scheduled and we generated a good solution within a few seconds.

5 Conclusion and Future Work

In this paper, the GUC course and examination timetabling problems have been discussed and possible solutions for both problems using constraint logic programming in SICStus Prolog have been presented. The time taken to implement, debug and test the software was about 14 weeks. Due to the declarativity of our approach, our tool can be easily maintained and modified to accommodate new requirements and additional constraints.

One direction of future work is to use the constraint programming technology presented in this paper within a local search framework to optimize and repair the solutions found. This will lead to a hybrid method which was proved to be a powerful method to solve timetabling problems [7].

Another enhancement would be to integrate this system with the invigilation timetabling system implemented at the GUC. This system schedules invigilators such as professors, doctors and teaching assistant to proctor the scheduled examinations.
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Abstract. The performance of a large biological application of relational databases highly depends on the quality of the database schema design, the resulting structure of the tables, and the logical relations between them. We have developed a tool named Squash (SQL Query Analyzer and Schema Enhancer) for visualizing, analyzing and refactoring database applications. Squash parses the SQL definition of the database schema and the queries into an XML representation called SquashML, which is then processed in SWI–PROLOG and the integrated XML query and transformation language FNQuery. Squash comes with a set of predefined methods for tuning the database application according to the load profile, and with methods for proposing refactorings, such as index creation, partitioning, splitting, or further normalization of the database schema. SQL statements are adapted simultaneously upon modification of the schema. Moreover, the declarative Squash framework can be flexibly extended by user-defined methods.

1 Introduction

During productive use, enterprise–class databases undergo a lot of changes in order to keep up with ever–changing requirements. The growing space requirements and complexity of productive databases make the task of maintaining a good performance of the database query execution more and more complicated. Performance is highly dependent on the database schema design [11, 13, 20], and additionally a complex database schema is more prone to design errors.

Increasing the performance and the manageability of a database usually requires restructuring the database schema and has effects on the application code. In addition, tuning query execution is associated with adding secondary data structures such as indexes or horizontal partitioning [2, 8, 16]. Because applications depend on the database schema, its modification implies the adaption of the queries used in the application code. The tuning of a complex database is usually done by specially trained experts having good knowledge of database design and many years of experience with tuning
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Due to the lot of possibilities, the optimization of a database is a very complex and time-consuming task, even for professional database experts. In the process of optimization, many characteristic values for the database need to be calculated and assessed. Special tuning tools can help the database administrator to focus on the important information and support complex database schema manipulations [18, 24]. More sophisticated tools can even propose improved database configurations by using the database schema and a characteristic workload log as input [1, 6, 14].

During the last two decades, approaches towards self-tuning database management systems have been developed [7, 10, 18, 27, 29, 30]. These approaches have inherent access to the most current load profile, which is acquired online by the database management system. But they are limited to changes in the database that are transparent to the application code. Thus, they lack the possibility of automatically updating the underlying source code and are not capable of refactoring applications completely. The approach presented in this paper aims at refactoring the database schemas and the queries in the SQL code of the application at the same time.

The rest of the paper is organized as follows: Section 2 describes the representation of SQL create statements in SquashML and the basic concepts of the XML query and transformation language FnQuery. As an example, foreign key (FK) constraints in the database schema are detected and visualized. Section 3 summarizes the functionality of the Squash system and gives some further examples for the analysis of database schemas. Section 4 represents SQL query statements in SquashML and analyzes the relationship of join conditions in the queries and FK constraints in the database schema. Finally, Section 5 investigates database tuning by indexes and briefly reports about a case study that was conducted with Squash on a biological database application.

2 Management of SQL Data with PROLOG and FnQuery

We have developed an XML representation called SquashML for SQL database schema definitions and queries. The core of SquashML follows the SQL standard, but SquashML also allows for system-specific constructs of different SQL dialects; for example, some definitions and storage parameters from the Oracle database management system have been integrated as optional XML elements.

SquashML is able to represent schema objects, as well as database queries obtained from application code or from logging data. This format allows for easily processing and evaluating the database schema information. Currently, supported schema objects include table and index definitions. Other existing XML representations of databases like SQL/XML usually focus on representing the database contents, i.e. the tables, and not the schema definition itself [17]. SquashML was developed specifically to map only the database schema and queries, without the current contents of the database.

The management of the SquashML data is implemented using the declarative logic programming language PROLOG [9, 25], the Squash parser is implemented in Perl. XML documents are represented using the field notation data structure [22], and the XML query and transformation language FnQuery [22, 23] is used. This language resembles XQuery [5], but it is implemented in and fully interleaved with PROLOG. The
usual axes of XPath are provided for selection and modification of XML documents. Moreover, FNQuery embodies transformation features, which go beyond XSLT, and also update features.

The Squash system comes with a library of predefined methods, which are also accessible through a graphical user interface. It can be flexibly extended by plugging in further, used–defined methods. In the following, we will show how such methods can be defined using Prolog and FNQuery on SquashML. As a first example we will show how to detect and visualize foreign key constraints in SQL create statements.

**Representation of Create Statements in SquashML**

Consider the following abbreviated and simplified statement from a biological database for Mascot™ [19] data:

```sql
CREATE TABLE USR_SEARCH.
  TBL_SEARCH_RESULTS_MASCOT PEPTIDE ( 
    ID_SEARCH_RESULTS_MASCOT_PEPTIDE NUMBER DEFAULT -1 
      NOT NULL primary key, 
    ID_RES_SEARCH NOT NULL, 
    ID_RES_SPECTRA NOT NULL, 
    ID_RES_SEARCH_PEPTIDES NOT NULL, 
    ID_DICT_PEPTIDE NOT NULL, 
    foreign key (ID_DICT_PEPTIDE) 
      references TBL_DICT_PEPTIDES, 
    foreign key (ID_RES_SEARCH_PEPTIDES) 
      references TBL_RES_SEARCH_PEPTIDES ... );
```

The Squash parser transforms this into SquashML; for simplicity we leave out some closing tags:

```xml
<create_table
  name="TBL_SEARCH_RESULTS_MASCOT PEPTIDE"
  schema="USR_SEARCH">
  <relational_properties>
    <column_def
      name="ID_SEARCH_RESULTS_MASCOT_PEPTIDE"> ... 
    <column_def name="ID_RES_SEARCH"> ...
      <inline_constraint> 
        <inline_null_constraint type="not_null" /> ... 
    <column_def name="ID_RES_SPECTRA"> ... 
    <column_def name="ID_RES_SEARCH_PEPTIDES"> ... 
    <column_def name="ID_DICT_PEPTIDE"> ... 
    <out_of_line_constraint name="..."> 
      <out_of_line_foreign_key_constraint> 
        <column name="ID_DICT_PEPTIDE" />
        <references_clause 
          object="TBL_DICT_PEPTIDES"/> ... 
    <out_of_line_constraint name="...">
```
The structure of foreign key (FK) and primary key (PK) constraints [20] can be visualized using Squash, cf. Figure 1 and Figure 2, which helps to get an overview of the complex elements.

**Processing of Create Statements in PRoLOG and FQuery**

The following PRoLOG rules determine an FK constraint and the PK of the referenced table from a SquashML database schema $Dbs$. The first PRoLOG predicate selects an out_of_line_foreign_key_constraint within the create statement of a table $T1$, and then it selects the referencing column $A1$ as well as the referenced table $T2$; subsequently, a call to the second PRoLOG predicate determines the PK $A2$ of the referenced table $T2$:

```
squashml_to_fk_constraint(Dbs, T1:A1=T2:A2) :-
  C := Dbs/create_table::[@name=T1]/_
    /out_of_line_foreign_key_constraint,
  A1 := C/column@name,
  T2 := C/references_clause@object,
  squashml_to_pk_constraint(Dbs, T2:A2).

squashml_to_pk_constraint(Dbs, T:A) :-
  _ := Dbs/create_table::[@name=T]/_
    /column_def::[@name=A]
    /inline_constraint/inline_primary_key_constraint.
```

**Fig. 1.** Foreign Key Constraint in SquashML.
In FNQuery, elements or attributes can be selected from XML elements using the binary infix predicate `:=`, which evaluates its second argument and returns the result in the first argument. E.g., the following is a selection expression:

\[
C := \text{Dbs/create\_table::[@name=T1]}/\_\_\text{out\_of\_line\_foreign\_key\_constraint}.
\]

A location step in FNQuery for elements is of the form `/Ax::Nt` or `/Ax::Nt::Ps`, where `Ax` is an axis, `Nt` is a node test and `Ps` is a list of predicates. In this paper, we have only used the axes `child`, `descendant`, and `self`. For `child`, the location steps are abbreviated to `/Nt` and `/Nt::Ps`. E.g., `/create\_table::[@name=T1]` selects a subelement with the tag `create\_table`; the predicate `@name=T1` ensures that the selected element has an attribute `name` and selects the value `T1` of this attribute. A location step `/descendant::*` can be abbreviated to `/\_`. For selecting an attribute, a location step `/attribute::A` is used, which can be abbreviated to `@A`.

There exist 18 FK constraints in the whole Mascot™ part of the resDB database schema. Figure 3 visualizes the computed FK constraints of a fragment of the database; e.g., for the tables `A=TBL\_SEARCH\_RESULTS\_MASCOT\_PEPTIDE` and `B=TBL\_RES\_SEARCH\_PEPTIDES`, the FK constraint from the column `ID\_RES\_SEARCH\_PEPTIDES` of `A` to the primary key column with the same name of `B` is shown as the rhombus labelled by `fk4`.

### 3 The Squash System

Squash is part of the DDK (DisLog Developers’ Toolkit), a large SWI–PROLOG library [26], which can be loaded into applications on either Windows, UNIX or Linux. The
The Squash system is divided into components for parsing, visualization, analysis, tuning, and refactoring:

- The visualization and analysis components can help a database administrator to gain a quick overview of the most important characteristics of the database. Squash provides functions to view the different aspects of the database schema with visual markup of important properties and to analyze a database schema and a corresponding workload for semantic errors, flaws and inconsistencies.

- The tuning component accesses the data of the analysis component and uses heuristic algorithms to automatically optimize the database schema.

- Then, the refactoring component of Squash applies the suggested, potentially complex changes to the database schema. It can automatically propagate schema changes to the queries of the application.

Visualization

Comprehending the structure of a complex database schema just by reading the SQL create statements is a very demanding task, and design errors can be missed easily. Squash provides a number of different visualization methods for the database schema (cf. Figure 3) and the queries (cf. Figure 4). Complex select statements tend to include many tables in join operations. Therefore, Squash uses a graph representation for query visualization. If a select statement contains nested subqueries, then these queries can be included if desired.

Analysis

The analysis component of Squash performs multiple tasks. First, in addition to a graphical overview, more advanced Squash methods check the database schema and the
queries for possible design flaws (anomalies) or semantic inconsistencies. Using this information, the database administrator can manually decide about optimization methods for the database schema. Secondly, when using the automatic tuning methods of Squash, these data are used as input for heuristic algorithms.

**Design Anomalies.** Especially within queries, semantic errors are often introduced by inexperienced database programmers [4, 15]. The predefined methods of Squash include the detection of constant output columns, redundant output columns, redundant joins, incomplete column references, and join conditions lacking FK relationships (see Section 2).

The database schema can also be checked for design flaws. The available Squash methods include the detection of isolated schema parts, cyclic FK references (an implementation is given below), unused columns or tables, unique indexes that are defined as non–unique, indexes of low quality, datatype conflicts, anonymous PK or FK constraints, missing primary keys, and the detection and improvement of bad join orders.

\[
\text{squashml_to_isolated_schema_part(Dbs, Table)} :- \\
\text{findall( T1=T2,} \\
\text{squashml_to_fk_constraint(Dbs, T1:_=T2:_),} \\
\text{Edges ),} \\
\text{edges_to_connected_components(Edges, Components),} \\
\text{member([Table], Components)).}
\]

\[
\text{squashml_to_cyclic_fk_reference(Dbs, T1:A1=T2:A2)} :- \\
\text{findall( V=W,} \\
\text{squashml_to_fk_constraint(Dbs, V=W),} \\
\text{Edges ),} \\
\text{edges_to_cycle(Edges, T1:A1=T2:A2)).}
\]
The edges of a graph are represented as pairs of the form \( V \rightarrow W \). A table is isolated in the database schema, if it forms a singleton connected component w.r.t. the FK references.

**Database Characteristics and Schema Properties.** The space requirements of the database tables is one of the most important pieces of information necessary for good database tuning. The analysis component of Squash uses the formulas available from the documentation of the database management system in order to calculate the exact space requirements of a given table using the following predicate:

\[
\text{squashml_to_table_row_size}(Dbs, \text{Database:Table}, \text{Row Size}) :=
\text{squashml_to_table_columns}(Dbs, \text{Table}, \text{Columns}),
\text{maplist}( \text{database_to_column_size}(\text{Database:Table}),
\text{Columns}, \text{Sizes }),
\text{squash_column_sizes_to_row_size}(\text{Sizes}, \text{Row Size}).
\]

\[
\text{squashml_to_table_columns}(Dbs, \text{Table}, \text{Columns}) :=
\text{findall}( \text{Column},
\text{Column} := \text{Dbs/create_table::[@name=Table]}
/\text{relational_properties/column_def@name},
\text{Columns }).
\]

\[
\text{database_to_column_size}(\text{Database:Table, Column, Col Size}) :=
\text{Select} = [\text{use:[Database],}
\text{select:[avg(vsize(Column))]},
\text{from:[Table]},
\text{database_select_execute(Select, [[Col Size]])}].
\]

The predicate \text{database_to_column_size}/3 accesses the underlying SQL database, and the predicate \text{squash_column_sizes_to_row_size}/2 suitably aggregates the column sizes to the total size of the row.

Additionally, the analysis component collects schema properties and displays them. These functions are used for creating reports about the database schema and the queries.

**Refactoring and Tuning**

The refactoring component allows for manipulating the database schema as well as the corresponding application code based on the transformation and update features of FnQuery. Besides trivial manipulations such as adding or removing columns, the system also supports complex schema manipulations that affect other parts of the database schema and the queries, such as vertical partitioning and merging and splitting of tables.

For tuning, Squash is able to provide all queries in the workload with the best set of indexes according to a heuristic function (see Section 5), and Squash can generate appropriate optimizer hints.
4 Visualization and Analysis of SQL Queries

In the following we will show how to represent SQL queries in SquashML. Squash can analyse and visualize complex SQL query statements and relate them to the underlying database schema. As an example, we will show how we can find join conditions in queries that do not correspond to FK constraints in the database schema.

Representation of Select Statements in SquashML

E.g., the following SQL select statement from the Mascot™ database joins 8 tables:

```
SELECT *
FROM TBL_SEARCH_RESULTS_MASCOT_PEPTIDE A,
     TBL_RES_SEARCH_PEPTIDES B,
     ... C, ... D, ... E, ... F, ... G, ... H
WHERE A.ID_DICT_PEPTIDE IN ( 
    SELECT B0.ID_PEPTIDE
    FROM TBL_RES_SEARCH_PEPTIDES B0
    WHERE B0.ID_RES_SEARCH = 2025
    GROUP BY ID_PEPTIDE
    HAVING COUNT(ID_RES_SEARCH_PEPTIDES) >=1 )
AND A.ID_RES_SEARCH = 2025
AND c1 AND c2 AND A.FLAG_DELETE = 0
AND c3 AND c6 (+) AND c7 (+)
AND c4 AND c5 AND E.LEN >= 6
AND A.SCORENORMALIZED >= 1.5
ORDER BY D.ID_SEQ_SEQUENZ, B.ACC_ID_CLS, ...;
```

It uses the following 7 join conditions:

- c1: A.ID_RES_SEARCH_PEPTIDES = B.ID_RES_SEARCH_PEPTIDES
- c2: A.ID_RES_SPECTRA = G.ID_RES_SPECTRA
- c3: A.ID_RES_SEARCH_PEPTIDES = C.ID_PEPTIDE
- c4: C.ID_SEQUENCE = D.ID_SEQ_SEQUENZ
- c5: A.ID_RES_SEARCH = H.ID_RES_SEARCH
- c6: B.ID_PEPTIDE = E.ID_DICT_PEPTIDE
- c7: B.ID_PEPTIDE_MOD = F.ID_DICT_PEPTIDE

The query is parsed into the following SquashML element; again, we leave out some closing tags:

```
<select>
    <subquery id="subquery_1">
        <select_list>
            <expr>
                <simple_expr>
                    <object table_view="A" column="IDRESSEARCH"/> ... 
                    <from>
```
The conditions in the WHERE part look like follows:

```xml
<condition>
  <simple_comparison_condition operator="\=">
    <left_expr>
      <expr>
        <simple_expr>
          <object table_view="A" column="ID_RES_SEARCH_PEPTIDES"/>
        </object>
      </expr>
    </left_expr>
    <right_expr>
      <object table_view="B" column="ID_RES_SEARCH_PEPTIDES"/>
    </right_expr>
  </simple_comparison_condition>
</condition>
```

### Processing of Select Statements in PROLOG and FnQuery

We wanted to know which of the join conditions of the query are valid FK constraints, cf. Figure 3, since other join conditions might be design errors. The following PROLOG rule selects a simple comparison condition with the operator “\=", or an outer join condition:

```prolog
squashml_to_join_condition(Dbs, T1:A1=T2:A2) :-
  S := Dbs/select,
  ( Condition := S/\_/
*simple_comparison_condition::{@operator=(\=)}
    ; Condition := S/\_
*outer_join_condition ),
condition_to_pair(Condition, left_expr, T1:A1),
condition_to_pair(Condition, right_expr, T2:A2).
```

Within the selected conditions, the following rule determines the left and the right table/column pair:

```prolog
condition_to_pair(Condition, Tag, T:A) :-
  [T, A] := Condition/Tag/expr/simple_expr/object@{table_view, column}.
```
The combined location step `[table_view, column]` selects a list `[T, A]` of
two attribute values. Now, the join conditions that are no valid FK constraints can be
computed as follows:

```
squashml_to_unfounded_join_condition(Dbs, T1:A1=T2:A2) :-
squashml_to_join_condition(Dbs, T1:A1=T2:A2),
\+ squashml_to_fk_constraint(Dbs, T1:A1=T2:A2).
```

In Figure 4, the join conditions which are valid FK constraints are depicted as blue
(dark) rhombs, whereas the others are coloured in white. E and F are aliases for the same
table. It turned out, that the join condition `c3` between A and C does not correspond to a
valid FK constraint, but there exist two other FK constraints which link A and C through
the table B, cf. Figure 3 (note that the labels of the constraints in the two figures don’t
correspond):

```
fk4: A:ID_RES_SEARCH_PEPTIDES -> B:ID_RES_SEARCH_PEPTIDES
fk11: C:ID_PEPTIDE -> B:ID_RES_SEARCH_PEPTIDES
```

Also, the join condition `c5` between A and H does not correspond to a valid FK con-
straint. In this example, both join conditions `c3` and `c5` are correct – and they are no
design errors.

## 5 Database Tuning

The tuning component of Squash supports the proposal and the creation of indexes as
well as of horizontal partitions. The system analyzes the database schema in conjunction
with the workload and generates suitable refactorings. Many problems in database tun-
ing, such as determining an optimal set of indexes, are known to be \( \mathcal{NP} \)-complete [21].
Since computing exact optimality is much too complex, heuristic algorithms are used
for optimizing the database schema.

### Index Declarations in Database Schemas

An already existing index can be found in the SquashML database schema `Dbs` using
the following predicate `squashml_index/4`:

```
squashml_index(Dbs, Index, Table, Columns) :-
  setof( Column,
    ( table_index_column(Dbs, Index, Table, Column)
  ; primary_key_column(Dbs, Index, Table, Column) ),
  Columns ).
```

```
table_index_column(Dbs, Index, Table, Column) :-
  Column := Dbs/create_index::[@name=Index]
```
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primary_key_column(Dbs, Name, Table, Column) :-
P := Dbs/create_table::[@name=Table]
/relation_properties,
( Column := P/out_of_line_constraint::[/self::'*'=C]
/out_of_line_primary_key_constraint/column@name
; C := P/column_def::[@name=Column]
/inline_constraint::
[/inline_primary_key_constraint] ),
fn_get_optional_attribute(C@name, '', Name).

An index can be evaluated based on the heuristic function which is used in the following approach.

Index Proposal

The index proposal algorithm is able to propose and generate multi-column indexes (either unique or non-unique). The solution-space is reduced to a manageable size by a heuristic multi-step approach in combination with a scoring function.

In the first step, statistical data are collected from the database. This information is used to minimize the set of columns that contribute to an optimized attribute combination. In the second step, the workload is analyzed, and the quality of each column is calculated. All columns whose quality is below a threshold are removed from the set of candidate columns. Finally, the remaining columns are evaluated in detail, and a solution in the form of a sequence of columns is generated.

The algorithms have been developed without a special database management system in mind, but currently they are parameterized for application to Oracle.

The Method. Given a set \( \mathcal{W} \) of SQL statements, the workload. For each single query \( q \in \mathcal{W} \) and each table \( t \) that is accessed by \( q \), we try to propose a suitable index on \( t \). Let \( V_{q,t} \) be the set of columns of \( t \) that are used in \( q \). First, a subset \( V'_{q,t} \subseteq V_{q,t} \) is calculated, which contains all columns of \( t \) that would be plausible as index columns to improve \( q \) (without considering any further information from the workload). Secondly, the best subset \( V^*_{q,t} \subseteq V'_{q,t} \) according to a quality function \( \text{qual}_{W.q.t} \) is determined. Thirdly, the algorithm proposes a permutation \( V^*_{q,t} \) of the elements of \( V^*_{q,t} \) as an index on \( t \) to improve \( q \). In the following, we describe the three steps in more detail.

Step 1. During the selection of \( V'_{q,t} \), the algorithm retrieves information from the database schema and the workload. For each column \( A \in V_{q,t} \), the quality \( \text{qual}_t(A) \) is computed based on the following features: the selectivity and the data type of \( A \), the table size of \( t \), the change frequency of \( A \), the number of occurrences of \( A \) in SELECT/UPDATE statements (in the WHERE or the ORDER BY clause) or foreign keys. Only columns whose quality is above a certain threshold \( \gamma \) are considered further in the second step: \( V'_{q,t} = \{ A \in V_{q,t} | \text{qual}_t(A) \geq \gamma \} \).
Step 2. For selecting the best subset $V_{q,t}^*$, a quality function $\text{qual}_W(q,t)$ is defined, which consists of a part depending on $t$ and $V$ and a part that depends on $W$, $q$, and $V$. First, we define $\text{qual}_k(V)$ as the average of the qualities $\text{qual}_k(A)$ of all columns $A \in V$. Then, the selectivity $\text{sel}_W(V)$ is defined. The workload $W$ is scanned for occurrences of the columns $A \in V$ within the conditions $P$ of the queries. Each condition $P$ is assigned a value $\text{sel}(P)$ between 0 and 1 representing the selectivity of the predicate symbol of $P$; range predicates (such as $\leq$, $\geq$, $<$ and $>$) have low values, whereas equality predicates (such as $=$, LIKE, and IN) have higher values. If a column occurs in more than one condition $P$, then the values are multiplied to reflect the further restriction of the result set. Let $\mathcal{P}_W(A)$ be the set of all conditions $P$ in the whole workload $W$, such that $A$ occurs in $P$:

$$
\text{sel}_W(V) = \prod_{A \in V} \prod_{P \in \mathcal{P}_W(A)} \text{sel}(P).
$$

The frequency $\text{freq}_W(q)$ is the number of occurrences of a query $q \in W$ in the workload $W$. Finally, the quality of $V \subseteq V_q,t$ is calculated as the product of the previously described measures; to compensate a possible high rating of index proposals with a small number of columns, the quotient of $|V|$ and $|V_q,t|$ is a further factor:

$$
\text{qual}_W(q,t)(V) = \frac{|V|}{|V_q,t|} \cdot \text{sel}_W(V) \cdot \text{freq}_W(q) \cdot \text{qual}_k(V).
$$

Step 3. If the quality $\text{qual}_W(q,t)(V_{q,t}^*)$ of the best set $V_{q,t}^*$ is greater than a given threshold $\gamma'$, then Squash proposes a permutation $V_{q,t}^*$ of the columns in $V_{q,t}$ as an index on $t$. In a case study, a value of $\gamma' = 4$ has been found to produce good results for Oracle, and $\gamma = 9$ was used for computing $V_{q,t}^*$. For producing the permutation $V_{q,t}^*$, the algorithm sorts the columns in an order being most useful for the queries in the workload. Squash offers three different sorting methods. The first one orders the columns by decreasing selectivity. The second method sorts them according to the type of condition they are used in. The third method takes the reversed order in which the columns appear in the query. Which one produces the best results, depends on the query optimizer of the database management system. In a case study, sorting according to the WHERE clause was found to yield good results for Oracle.

Implementation of the Selectivity in Squash. As a part of the index proposal method, we show the following PROLOG predicate for computing the selectivity $\text{sel}_W(V)$ of a set of columns of the table relative to the workload.

```prolog
squashml_to_selectivity(Workload, T, V, Sel) :-
    findall( S,
        { member(A, V),
            squashml_to_occurrence_of_column(Workload, T:A, Condition),
            selectivity(Condition, S) ),
        Sels ),
    product(Sels, Sel).
```
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The second predicate above computes the conditions in the workload where a column occurs; i.e., on backtracking the set $P_W(A)$ is generated.

**Case Study on Index Proposal.** A case study was conducted using a data warehouse system designed for use in mass spectrometry–based proteomics, that provides support for large scale data evaluation and data mining. This system, which is composed of the two subsystems seqDB and resDB [3,31], was temporarily ported to Oracle for being analyzed by Squash. The complete database schema consists of 46 tables requiring about 68.5 GB disk space.

Some characteristic SQL queries of the data evaluation part resDB, which were obtained from an application log, were submitted to Squash for analysis in conjunction with the schema creation script. These queries perform the grouping of peptide results, that were obtained by Sequest™ [12] and Mascot™ [19], respectively, into protein identification results. For demonstration, the Sequest™ queries were previously tuned manually by an experienced database administrator, the Mascot™ queries were left completely untuned.

![Fig. 5. Runtimes of Characteristic SQL Queries](image)

The runtimes and the improvements resulting from the tuning, which were between 20% and 80%, are depicted in Figure 5.

- 5.a shows a Sequest™ query with indexes proposed by Squash. The duration was 7:46 min without any indexes. This could be reduced by manual tuning to 1:53 min,
whereas tuning by Squash achieved a further reduction of about 49% down to 1:09 min, i.e. 14% of the original time.

- 5.b shows a Mascot™ query with indexes proposed by Squash. The execution time was 3:31 without any indexes. This was not tuned manually before. Tuning by indexes proposed by Squash yielded a reduction to 0:26 min.
- 5.c shows a Sequest™ query with partitions proposed by Squash. The execution time was 1:53 min (manually tuned), whereas tuning by Squash and application of partitions achieved further reduction of about 19% to 1:33 min.

**Horizontal Partitioning**

The core task for partitioning a table horizontally is to suggest a column that is suitable for partitioning.

- In the case of *range* partitioning, the borders of each partition are calculated by analysing the histograms of the partition key.
- For *hash* partitioning, the number of partitions is calculated from the table volume.

**6 Conclusion**

We have presented the extensible Squash framework, which supports relational database analysis, tuning, and refactoring. The input and output data structures of Squash are XML-based, and operations on these data are performed using the declarative languages PROLOG and FnQuery.

During the refactoring of database applications, Squash considers the interactions between application code and database schema definition; both can be handled and manipulated automatically. Thus, application maintenance is simplified, and the risk of making errors is reduced, in sum yielding time and resource savings. In a case study, Squash could improve some of the tuning proposals of a human database administrator, and yielded at least as efficient proposals for most examples.

In the future we are planning to analyze and refactor database applications where the SQL code can be *embedded in* other programming languages – such as Java and PHP – as well, based on Xmt. representations of the abstract syntax trees, which we have already developed [28]. Then Squash will be able to derive the workload of the application being analyzed at run-time, and thus can predict dynamically generated SQL statements as well as the contents of bind variables. The application log will not become useless, because the frequency of the SQL commands must still be derived by analyzing an accounting protocol.

By analyzing the source code of the application, Squash will also be able to cope with the use of query cursors and other types of embedded SQL statements executed in other types of loops. Following this approach, dynamic SQL statements and queries involved in nested loops can be analyzed. This is especially important for updates or inserts depending on preceding select statements. Additionally, the use of nested cursors is a common strategy for tuning the run-time performance of database applications, which Squash will then be able to handle directly.
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Abstract. Resolution strategies based on tabling are considered to be particularly effective in Logic Programming. Unfortunately, when faced with applications that compute large and/or many answers, memory exhaustion is a potential problem. In such cases, table deletion is the most common approach to recover space. In this work, we propose a different approach, storing tables into a relational database. Subsequent calls to stored tables import answers from the database, rather than performing a complete re-computation. To validate this approach, we have extended the YapTab tabling system, providing engines support for exporting and importing tables to and from the MySQL RDBMS. Three different relational models for data storage and two recordset retrieval strategies are compared.

1 Introduction

Tabling [1] is an implementation technique where intermediate answers for sub-goals are stored and then reused whenever a repeated call appears. Resolution strategies based on tabling [2, 3] proved themselves particularly effective in Logic Programming – the search space is reduced, looping is avoided and the termination properties of Prolog models based on SLD resolution are enhanced.

The performance of tabled evaluation largely depends on the implementation of the table itself – being called very often, fast lookup and insertion capabilities are mandatory. Applications can make millions of different calls, hence compactness is also required. Arguably, the most successful data structure for tabling is the trie [4]. Tries meet the previously enumerated criteria of compactness and efficiency quite well. The YapTab tabling system [5] uses tries to implement tables.

Used in applications that pose many queries, possibly with a large number of answers, tabling can build arbitrarily many and/or very large tables, quickly filling up memory. Swapping the main memory to disk may attenuate the problem but it is not a practical solution, since the memory space is always limited by the underlying architecture. In general, there is no choice but to throw away
some of those tables, ideally, the least likely to be used next [6]. The most common control mechanism implemented in most tabling systems is to have a set of tabling primitives that the programmer can use to dynamically abolish some of the tables. A more recent proposal has been implemented in YapTab [6], where a memory management strategy based on a least recently used algorithm automatically recovers space among the least recently used tables when memory runs out. With this approach the programmer can still force the deletion of particular tables, but may also transfer the decision of which tables are potential candidates for deletion to the memory management algorithm. Note that, in both situations, the loss of answers stored within the deleted tables is unavoidable, eventually leading to re-computation.

In this work, we propose an alternative approach in which tables are sent to secondary memory – a relational database management system (RDBMS) – rather than deleted. Later, when a repeated call occurs, the answers are reloaded from the database thus avoiding re-computation. With this approach, the memory management algorithm can still be used, this time to decide which tables are to be sent to the database when memory runs out. To validate this approach we propose DBTab [7], a relational model for tabled logic program support resulting from the coupling of the YapTab tabling system with the MySQL RDBMS. In this initial implementation the ability of DBTab to represent terms is restricted to atomic strings and numbers.

The remainder of the paper is organized as follows. First, we briefly introduce some background concepts about tries and the table space. Next, we introduce our model and discuss how tables can be represented in a RDBMS. We then describe how we have extended YapTab to provide engine support for database stored answers. Finally, we present initial results and outline some conclusions.

2 The Table Space

Tabled programs evaluation proceeds by storing all computed answers for current subgoals in a proper data space, the table space. Whenever a subgoal $S$ is called for the first time, a new table entry is allocated in the table space – all answers for subgoal $S$ will be stored under this entry. Variant calls to $S$ are resolved consuming those previously stored answers. Meanwhile, as new answers are generated, they are inserted into the table and returned to all variant subgoals. When all possible answers are found, $S$ is said to be completely evaluated.

The table space may be accessed in a number of ways: (i) to find out if a subgoal is in the table and, if not, insert it; (ii) to verify whether a newly found answer is already in the table and, if not, insert it; and (iii) to load answers to variant subgoals. With these requirements, performance becomes an important issue so YapTab implements its table space resorting to tries [8] – which is regarded as a very efficient way to implement tables [4].

A trie is a tree structure where each different path through the trie data units, the trie nodes, corresponds to a term. At the entry point we have the root node. Internal nodes store tokens in terms and leaf nodes specify the end of terms.
Each root-to-leaf path represents a term described by the tokens labelling the nodes traversed. For example, the tokenized form of the term $p(X, q(Y, X), Z)$ is the stream of 6 tokens: $p/3, X, q/2, Y, X, Z$. Two terms with common prefixes will branch off from each other at the first distinguishing token.

The internal nodes of a trie are 4-field data structures. One field stores the node’s token, one second field stores a pointer to the node’s first child, a third field stores a pointer to the node’s parent and a fourth field stores a pointer to the node’s next sibling. Each internal node’s outgoing transitions may be determined by following the child pointer to the first child node and, from there, continuing through the list of sibling pointers.

To increase performance, YapTab enforces the substitution factoring [4] mechanism and implements tables using two levels of tries - one for subgoal calls, the other for computed answers. More specifically, the table space of YapTab is organized in the following way:

- each tabled predicate has a table entry data structure assigned to it, acting as the entry point for the predicate’s subgoal trie;
- each different subgoal call is represented as a unique path in the subgoal trie, starting at the predicate’s table entry and ending in a subgoal frame data structure, with the subgoal sub-terms being stored within the path’s internal nodes;
- the subgoal frame data structure acts as an entry point to the answer trie;
- each different subgoal answer is represented as a unique path in the answer trie, starting at a particular leaf node and ending at the subgoal frame. Oppositely to subgoal tries, answer trie paths hold just the substitution terms for unbound variables in the corresponding subgoal call.
- the leaf’s child pointer of answers are used to point to the next available answer, a feature that enables answer recovery in insertion order. The subgoal frame has internal pointers that point respectively to the first and last answer on the trie. Whenever a variant subgoal starts consuming answers, it sets a pointer to the first leaf node. To consume the remaining answers, it must follow the leaf’s linked chain, setting the pointer as it consumes answers along the way. Answers are loaded by traversing the answer trie nodes bottom-up.

An important point when using tries to represent terms is the treatment of variables. We follow the formalism proposed by Bachmair et al. [9], where each variable in a term is represented as a distinct constant. Formally, this corresponds to a function, $\text{numbervar}()$, from the set of variables in a term $t$ to the sequence of constants $V AR_0, ..., V AR_N$, such that $\text{numbervar}(X) < \text{numbervar}(Y)$ if $X$ is encountered before $Y$ in the left-to-right traversal of $t$.

An example for a tabled predicate $f/2$ is shown in Fig. 1. Initially, the subgoal trie contains only the root node. When the subgoal $f(X, a)$ is called, two internal nodes are inserted: one for the variable $X$, and a second for the constant $a$. The subgoal frame is inserted as a leaf, waiting for the answers. Then, the subgoal $f(Y, 1)$ is inserted. It shares one common node with $f(X, a)$ but, having
a different second argument, a new subgoal frame needs to be created. Next, the answers for \( f(Y, 1) \) are stored in the answer trie as their values are computed.

Two facts are noteworthy in the example of Fig. 1. First, the example helps us to illustrate how the state of a subgoal changes throughout execution. A subgoal is in the \textit{ready} state when its subgoal frame is added. The state changes to \textit{evaluating} while new answers are being added to the subgoal’s table. When all possible answers are stored in the table, the state is set to \textit{complete}. When not complete or evaluating, the subgoal is said to be \textit{incomplete}.

Second, some terms require special handling from YapTab, such as the \( 2^{30} \) integer term, appearing in the picture surrounded by the FLI (\textit{functor long integer}) markers. This is due to the node’s design. Internally, YapTab terms are 32 (or 64) bit words, divided in two areas: type and value. Hence, the value part, which is used for data storage purposes, is always smaller than an equally typed C variable. Henceforth, we shall refer to terms whose value fits the proper slot, such as small integer and atom terms, as \textit{short atomic terms} and to all the others, such as floating-point and large integers, as \textit{long atomic terms}. Given a long atomic term, YapTab (i) ignores the term’s type and forces its (full) value into a single node, or (ii) splits the value into as many pieces as needed, assigning a new node to each and every one of these. Either way, the type bits are used to store value data so additional nodes, holding special type markers, are used to delimit the term’s value.

### Fig. 1. The table space organization

![Table space organization diagram](image)

### 3 The DBTab Relational Model

The choice of effective models for table space representation is a hard task to fulfill. The relational model is expected to allow quick storage and retrieval operations over tabled answers in order to minimize the impact on YapTab’s performance. Conceptually, DBTab’s relational model is straightforward – every tabled subgoal is mapped into a database relation. The relation’s name bears the predicate’s functor and arity and its attributes match the predicate’s arguments. Two distinct database models spawned from this basic concept.
3.1 Datalog Model - Tries as Sets of Subgoals

Given an in-memory tabled subgoal, the complete set of its known answers may be regarded as a set of ground facts that are known to hold in a particular execution context. In other words, known subgoal answers are regarded as Datalog facts. Thus, and henceforth, this schema is referred to as the Datalog model.

In this model, each tabled predicate \( p/n \) is mapped into a relational table \( \text{SESSION}_k . p/n \), where \( k \) is the current session identifier. Predicate arguments become the \( \text{ARG}_i \) integer fields and the \( \text{INDEX} \) field is used to store the answer’s index in the answer chain of the in-memory subgoal trie. One can further refine this model by choosing one of the two following alternatives.

**Inline Values** As previously stated, DBTab maps tabled predicates directly into database relations bearing the same name and argument number. Thus, predicates appear as tables, subgoals appear as records within those tables and subgoal sub-terms appear as constants in record fields. Unfortunately, the different nature and size of logical atoms presents a problem. Table fields may be given a primitive type big enough to accommodate all kinds of atoms, but that seems to be too expensive and unpractical.

Instead, each of the predicate’s terms is mapped into a set of fields, one for each supported atomic type. Whenever storing a subgoal answer, the term’s type is checked to decide which table field must be used to hold the term’s value; the remaining ones are set to \text{null}. This policy also simplifies the reverse decision process – since all of these fields are regarded as a single predicate’s argument, the value for the stored term is always the non-\text{null} one. Due to their size, short atomic terms may be directly stored within the \( \text{ARG}_i \) integer fields. This small optimization enables the shortening of each field set by one. Figure 2 displays an example of such a relation for the \( f/2 \) tabled predicate, introduced back in Fig. 1.

**Separate Values** The inline values model produces highly sparse tables, since a lot of storage space is wasted in records containing mostly \text{null}-valued fields. To take full advantage of the normalized relational model, the subgoal’s answer terms may be stored in several auxiliary tables according to their logical nature. Figure 3 shows the separate values relational model for the previously stated \( f/2 \) tabled predicate.

Again, short atomic terms are directly stored within the \( \text{ARG}_i \) integer fields, thus reducing the number of required auxiliary tables. Long atomic terms, on
the other hand, are stored in auxiliary tables, such as \texttt{SESSIONk\_LONGINTS} and \texttt{SESSIONk\_FLOATS}. Each long atomic value appears only once and is identified by a unique key value that replaces the term’s value in the proper field \texttt{ARGi} of \texttt{SESSIONk\_f2}. The key is in fact a YapTab term, whose type bits tell which auxiliary table holds the actual primitive term’s value whereas the value bits hold a sequential integer identifier. Despite the practical similarity, these keys may not be formally defined as foreign keys – notice that the same \texttt{ARGi} field may hold references to both auxiliary tables.

### 3.2 Hierarchical Model - Tries as Sets of Nodes

Despite its correct relational design, the Datalog model drifts away from the original concept of tries. From the inception, tabling tries where though of as compact data structures. This line of reasoning can also be applied to any proposed data model.

Storing the complete answer set extensionally is a space (and time) consuming task, hence one should draw inspiration from the substitution factoring of tabling tries \cite{4}, keeping only answer tries in the database. This not only significantly reduces the amount of data in transit between the logical and the database engines, but also perfectly suits YapTab’s memory management algorithm \cite{6}, which cleans answer tries from memory but maintains subgoal tries intact.

The challenge is then to figure out a way to mimic the hierarchical structure of a trie in the flat relational database environment. Tries may be regarded as partially ordered sets of nodes ordered by reachability. Hence, mapping relations must be defined in such a way that its tuples contain enough information to preserve the nodes’ hierarchy. Such a model is henceforth referred to as the \textit{hierarchical model}.

Arguably, the most simple and compact way to represent a trie is through a database relation like the one presented in Fig. 4, where every node knows only its own order, its parent’s order, and its own token. Of all possible numbering methods, we feel that assigning nodes’ order while traversing the trie in post-order is the most appropriate, since it will eventually lead to a reduction of the number of data transactions, while maintaining the in-memory insertion order at the same time.

In this context, mapping relations no longer hold entire predicate answer sets, rather each relation stands for a single subgoal call. Hence, one must be able to tell the different subgoals apart. A straightforward way to establish this distinction is to encapsulate the arguments’ values as a suffix to the relation’s name. The chosen naming convention dictates that each argument is identified by a capital letter, indicating the type of the term, and a number, indicating its order within the subgoal. The possible letters are \texttt{I} and \texttt{L} for standard and long integers, \texttt{D} for doubles, \texttt{A} for (string) atoms and \texttt{V} for (unbound) variables. Figure 4 displays an example of such a relation for the \texttt{f/2} tabled predicate.
4 Extending YapTab’s Design

From the beginning, our goal was to introduce DBTab without disrupting the previously existing YapTab framework. With that in mind, we have striven to keep both tabling semantics and top-level predicates syntax intact. Rather, top-level predicates and internal instructions were internally modified to include calls to the developed API functions.

The dumping of in-memory answer tries into the database is triggered by the least recently used algorithm when these tables are selected for destruction. Recordset reloading takes place when calls to tabled subgoals occur and their tables have been previously dumped.

Communication between the YapTab engine and the RDBMS is mostly done through the MySQL C API for prepared statements. Two of the major table space data structures, table entries and subgoal frames, are expanded with new pointers (see Fig. 5) to proprietary PreparedStatement wrapping data structures. These structures hold specialized queries that enable the dumping and loading of subgoals to and from the database. All SQL statements are executed in a transactional context.

![Fig. 5. New table frames’ fields](image)

Two new predicates are added to manage database session control. To start a session one must call the `tabling_init_session/2` predicate. It takes two arguments, the first being a database connection handler and the second being a session identifier. The connection handler is usually created resorting to the Myddas package [10] and the session identifier can be either a unbound variable or a positive integer term, meaning respectively that a new session is to be initiated or a previously created one is to be reestablished. The `tabling_kill_session/0` terminates the currently open session.

YapTab’s directive `table/1` is used to set up logic predicates for tabling. The choice of a storage model determines the behaviour of DBTab’s expanded version of this built-in predicate. In the hierarchical model, it issues a table

Datalog Model

<table>
<thead>
<tr>
<th>Table entry</th>
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</tr>
</thead>
<tbody>
<tr>
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</tr>
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</tr>
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<td>TabEnt_insert_stmt</td>
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<td></td>
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</tr>
</tbody>
</table>
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</tr>
</thead>
<tbody>
<tr>
<td>SgFr_answer_trie</td>
</tr>
<tr>
<td>SgFr_first_answer</td>
</tr>
<tr>
<td>SgFr_last_answer</td>
</tr>
<tr>
<td>SgFr_state</td>
</tr>
<tr>
<td>...</td>
</tr>
<tr>
<td>SgFr_insert_stmt</td>
</tr>
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<td>SgFr_select_stmt</td>
</tr>
</tbody>
</table>
creation statement and exists. In the Datalog model (both alternatives), an additional step creates an INSERT prepared statement. The statement, placed inside the predicate’s table entry in the new `TabEnt_insert_stmt` field, allows the introduction of any subgoal answer for the tabled predicate. Two examples of such statements for the inline and separate values models, labeled (1) and (2) respectively, are shown in Fig. 6.

(1) `INSERT IGNORE INTO session{k_f2}(INDEX,ARG1,FLT1,LNT1,ARG2,FLT2,LNT2) VALUES (?,?,?,?);`

(2) `INSERT IGNORE INTO session{k_f2}(INDEX,ARG1,ARG2) VALUES (?,?,?);`

(3) `INSERT IGNORE INTO session{k_f2_V0I1}(INDEX,PARENT_INDEX,TOKEN) VALUES (?,?,?);`

(4) `SELECT DISTINCT ARG1,LNT1 FROM session{k_f2} WHERE ARG2=14;`

(5) `SELECT DISTINCT F2.ARG1 AS ARG1, L.VALUE AS LNT1 FROM session{k_f2} AS F2 `left` JOIN session{k_longints} AS L ON (F2.ARG1=L.TERM) WHERE F2.ARG2=14 ORDER BY F2.INDEX;`

(6) `SELECT INDEX, TOKEN FROM session{k_f2_V0I1} WHERE PARENT_INDEX=?;`

Fig. 6. Prepared statements for f(Y,1)

The `abolish_table/1` built-in predicate is used to destroy in-memory tables for tabled predicates. The DBTab expanded version of this predicate frees all prepared statements used to manipulate the associated database tables and drops them if they are no longer being used by any other instance.

Besides the referred predicates, the tabling instruction set must suffer some small modifications. The instruction responsible for the subgoal insertion into the table space is adapted to create a SELECT prepared statement. This statement, kept inside the subgoal frame structure in the new `SgFr_select_stmt` field, is used to load answers for that subgoal. Examples of such statements for the inline values, separate values and hierarchical models, labeled (4), (5) and (6) respectively, are shown in Fig. 6. The selection query is tailored to reduce the search space – this is accomplished by including all bound terms in comparison expressions within the WHERE sub-clause\(^3\). Notice that SELECT statement of the Datalog models, examples (4) and (5), bear a DISTINCT option. This modifier is added to enforce the uniqueness of retrieved answers.

\(^3\) Here, we are considering a 32 bit word representation where the integer term of value 1 is internally represented as 14.
In the hierarchical model, an additional step creates the `INSERT` prepared statement. This statement is placed inside the subgoal `SgFr_insert_stmt` new field. Unlike the Datalog models, the hierarchical model’s table name identifies unequivocally the subgoal for which its stands, rendering the statement useless to all other subgoals belonging to the same predicate. Example (3) of Fig. 6 illustrates the hierarchical `INSERT` statement.

4.1 Exporting Answers

When the system runs out of memory, the least recently used algorithm is called to purge some of tables from the table space. The algorithm divides subgoal frames in two categories, active and inactive, according to their execution state. Subgoals in ready and incomplete states are considered inactive, while subgoals with evaluating state are considered active. Subgoals in the complete state may be either active or inactive.

Figure 7 illustrates the memory recovery process. Subgoal frames corresponding to inactive subgoals are chained in a double linked list. Two global registers point to the most and least recently used inactive subgoal frames. Starting from the least recently used, the algorithm navigates through the linked subgoal frames until it finds a memory page that fits for recovery. Only tables storing more than one answer may be elected for space recovery (completed nodes with a yes/no answer are ignored). Recall that only the answer trie space is recovered. Rocha [6] suggests that for a large number of applications, these structures consume more that 99% of the table space.

![Fig. 7. The least recently used algorithm in action](image)

DBTab cuts in before the actual table elimination. At that point, a specific API function begins a new data transaction. From this point on, implementations differs according to the used database model.
The hierarchical model implementation traverses the trie in post-order, numbering and storing nodes as it goes along. The complete set of records belonging to an answer trie is stored recursively. Starting from a level’s last node (first record), the next trie level is stored before proceeding to the previous node (next record). The table records are created as the trie nodes are visited.

The Datalog model implementation first traverses the subgoal trie branch bottom-up (starting from the subgoal frame), binding every ground term it finds along the way to the respective parameter in the INSERT statement. When the root node is reached, all parameters consisting of variable terms will be left NULL. The attention is then turned to the answer trie and control proceeds cycling through the terms stored within the answer trie nodes. Again, the remaining NULL statement parameters are bound to the current answer terms and the prepared statement is executed, until no more answers remain to be stored. The last step consists in constructing the specific SELECT statement to be used to fetch the answers for the subgoal, whose ground terms are used to refine the search condition within the WHERE sub-clause.

With both models, the transaction is committed and the subgoal frame changes its internal state to stored, signalling that its known answers now reside on a database table. Finally, the least recently used algorithm resumes its normal behaviour by removing the answer trie from memory.

Figure 8 illustrates the final result of the described process using both storage models. The branch for the integer term of value 0 is stored first, and the
branch for the long integer term $2^{30}$ is stored next. Notice how, in the separate values model, the ARG1 field of the second record holds the key for the auxiliary table record. Also, notice how the hierarchical model saves one record omitting the second FLI type marker. Recall that, in this model, the INSERT prepared statement is placed at the subgoal frame level.

### 4.2 Importing Answers

After memory recovery, a repeated call to a pruned subgoal may occur. Normally, YapTab checks the subgoal frame state and, should it be ready, recomputes the entire answer trie before proceeding. Again, DBTab cuts in before this last step. An API function uses the SELECT prepared statement residing in the subgoal frame to retrieve the previously computed answers from the database and uses them to rebuild the answer trie. Figure 9 shows, in the right boxes, the resulting views for each storage model. The way in which the returned recordset is interpreted differs from model to model.

The hierarchical model reloading operation is straightforward. The recordset is loaded one level at a time from the database. All records within a certain level are fetched in insertion order simply by ordering the selection by the index field. The complete set of records belonging to an answer trie is fetched recursively. Starting from a level’s last node (first record), the next trie level is fetched before proceeding to the previous node (next record). The trie nodes are created as the records are consumed. A special feature in this process involves the setting and

---

Again, we are considering a 32 bit word representation where the integer terms of value 0 and 1 are internally represented respectively as 6 and 14.
reading of a type flag whenever an opening long atomic term delimiter is found. The flag is set to the proper primitive type so that, once the entire term is reloaded from the database, the closing delimiter is inserted into the trie. This allows a small efficiency gain, since it reduces tables’ and views’ sizes.

The Datalog models focus on the ARGi fields, where no NULL values can be found. Additional columns, placed immediately to the right of the ARGi fields, are regarded as possible placeholders of answer terms only when the first field conveys long atomic type markers. In such a case, the non-NULL additional field value is used to create the specific YapTab term. The separate values alternative uses the auxiliary table’s key value as marker, while the inline values alternative uses the special type markers directly.

Complete answer-sets present themselves as a special case of the import operation. Since they will no longer change, one wonders if trie reconstruction is the best approach for most of the cases. In both Datalog alternatives, two possible strategies may be used to supply the YapTab engine with the answers fetched by the SELECT statement.

**Rebuilding the Answer Trie** The retrieved recordset is used to rebuild the answer trie and is then discarded. Records are sequentially traversed and each one of them provides the sub-terms of a complex term – the answer. This term is passed to the ancillary table look-up/insertion function that places the new answer in the respective subgoal table. By the end of the process, the entire answer trie resides in the table space and the recordset can then be released from memory. This approach requires small changes to YapTab and mostly makes use of its already implemented API.

**Browsing the Record-Set** In this strategy, the retrieved recordset is kept in memory. Since the answer tries will not change once completed, all subsequent subgoal calls may fetch their answers browsing the recordset through offset arithmetics. Figure 9 illustrates how the ancillary YapTab constructs are used to implement this idea. The left side box presents the state of the subgoal frame after answer collection for \( f(Y, 1) \). The internal pointers are set to the first and last rows of the recordset. When consuming answers, the first record’s offset along with the subgoal frame address are stored in a *loader choice point*\(^5\). The fetched record and its field values are then used to bind the free variables found for the subgoal in hand. If backtracking occurs, the choice point is reloaded and the last recorded offset is used to step through to the next answer. When, at the end of the recordset, an invalid offset is reached, the loader choice point is discarded and execution fails, thus terminating the on-going evaluation. It is expected that this approach may introduce a small gain in performance and memory usage because (i) retrieval transaction occurs only once; (ii) no time and memory are spent rebuilding the answer trie; and (iii) long atomic term representation required down to one fourth of the usually occupied memory.

\(^5\) A loader choice point is a WAM choice point augmented with a pointer to the subgoal frame data structure and with the offset for the last consumed record.
5 Initial Experimental Results

Three main series of tests were performed in YapTab, both with and without the DBTab extensions. This meant to establish the grounds for a correct comparison of performances. The environment for our experiments was an Intel Pentium® 2.6GHz processor with 2 GBytes of main memory and running the Linux kernel-2.6.18. DBTab was deployed on a MySQL 5.0 RDBMS running an InnoDB engine. Both engines were running on the same machine.

% connection handle creation stuff
:- consult('graph.pl').
:- tabling_init_session(Conn,Sid).

% top query goal
go(N) :- statistics(walltime, [Start,_]), benchmark(N),
        statistics(walltime, [End,_]), Time is End-Start,
        writeln(['WallTime is ',Time]).
benchmark(1):- path(A,Z), fail.
benchmark(1).
benchmark(2):- write_path(A,Z), fail.
benchmark(2).

% path(A,Z) and write_path(A,Z) succeed if there is a path between A and Z
:- table path/2.

:- table write_path/2.
write_path(A,Z):- write_path(A,Y), edge(Y,Z), writeln(['(',A,',',Z,')']).
write_path(A,Z):- edge(X,Y), writeln(['(',A,',',Z,')']).

A path discovery program, presented in Fig. 10, was used to measure both YapTab and DBTab performances in terms of answer time. The program’s main goal is to determine all existing paths for the graph presented in Fig. 11, starting from any node in the graph.

The go/1 predicate is the top query goal. It determines the benchmark predicates’ performance by calculating the difference between the program’s up-time before and after the benchmark execution. Benchmark predicates are failure driven loops, i.e., predicates defined by two clauses – a first one executes a call to the tabled goal followed by a fail-
ure instruction and a second one ensures the successful completion of the top query goal.

Two tabled predicates were used to determine all existing paths in the loaded graph. Predicate `path/2`, henceforth called benchmark #1, helped us to establish minimum performance standards, since its answer-set is relatively easy both to obtain and handle through the use of standard tabling. However, every day problems often require heavy calculations or some sort of input/output operation. With this in mind, predicate `write_path/2`, henceforth called benchmark #2, was introduced. It basically results from the addition of a call to an output predicate, `writeln/1`, at the very end of both clauses of `path/2`. Our aim was to determine if DBTab could improve the overall performance of the main program when such heavy operations were performed. Note that from the start, it was our firm conviction that, for programs mostly based on pure tabled computations, DBTab would not bring any gain than improvement in program termination due to the overhead induced by the YapTab/MySQL communication.

For a relatively accurate measure of execution times, the node’s type changed twice and the graph’s size changed twenty-five times. Both benchmark programs were executed twenty-five times for each combination of type and size. The average of every combination’s run-time was measured in milliseconds.

Early tests uncovered a major bottleneck during answer storage. Sending an answer a time to the database significantly damaged performance. As a result, DBTab now incorporates a MySQL feature that enables clustered insert statements, sending answer-tries to the database in clusters of 25 tuples.

Figure 12 shows three charts that visually summarize the results. The first chart shows that input/output operations introduce a significant decrease in performance. When comparing both benchmark’s performance in YapTab, one observes that in average benchmark #2 executes 87 times slower than the benchmark #1. The chart shows that the gap widens as the number of nodes in the answer trie grows.

The second chart in Fig. 12 shows first call execution times for benchmark #2. In order to measure the impact of DBTab on YapTab’s performance, a full table dump is forced after each answer-set is complete. As expected, some overhead is induced into YapTab’s normal performance. For the inline values model, the median storage overhead is 0.3 times the amount of time required to execute benchmark #2, within an interval ranging from 0.2 to 0.6 times. For the separate values alternative, the median overhead grows to 0.6 times, within an interval ranging from 0.3 to 0.7 times. For the hierarchical model, the median induced overhead is of 0.5 times the computation time of benchmark #2, within an interval ranging from 0.2 to 0.7 times. Additionally, label types also have impact on the execution times. In average, answer set generation using long integer labels is 1.6 times slower than when integer labels are used. No doubt, this is due to the larger number of nodes in the answer trie, which result in a larger number of transacted answers.

The third chart in Fig. 12 shows subsequent call execution times. From its observation, one can learn that retrieval operations have little cost in terms of
Fig. 12. Test results
performance and indeed introduce some speed-up when compared to full answer-set re-computation. For the inline values model, the minimum, median and maximum retrieval times are 0.1 times the amount of time required to execute benchmark #2. The performance of the other alternative is similar, although in the worst-case scenario the median retrieval time may rise to 0.2. For the hierarchical model, the median retrieval time is 0.1 times the computation time of benchmark #2, within an interval ranging from (nearly) 0.0 to 0.2 times.

The performances of trie traversal and recordset browsing are compared in Fig. 13. In this figure, it is possible to observe that recordset browsing times grow with the graph size. For the inline values model, it takes in average 3.8 times more the time required to traverse the respective answer trie. For the separate values, it takes only 3.6 times. However, this technique introduces a considerable gain in terms of used memory, as the recordset in-memory size is in average 0.4 of the correspondent answer trie size for both Datalog alternatives.

![Trie navigation vs Recorset browsing](image)

**Fig. 13.** Trie navigation versus recordset browsing

## 6 Conclusions and Further Work

In this work, we have introduced the DBTab model. DBTab was designed to be used as an alternative approach to the problem of recovering space when the tabling system runs out of memory. By storing tables externally instead of deleting them, DBTab avoids standard tabled re-computation when subsequent calls to those tables appear.

In all performed tests, data transaction performances revealed a similar pattern. Storage revealed to be an expensive operation. In all cases, this operation’s cost exceeded that of recomputing the same answer set. The inline values model was always the fastest, the hierarchical model the second fastest and the separate values Datalog model was always the slowest. However, when the computation
involved side-effected operations, this scenario has radically changed and the cost of storing the answer set became quite acceptable.

Things were somewhat different with the retrieval operation. Of all implementations, the hierarchical model was always the fastest and the separate values Datalog model the slowest. This last implementation shows a significant performance decay, no doubt induced by the use of left join clauses in the retrieval select statement. In average, the separate values Datalog model took at least twice the time to retrieve the answer-sets than its inline counterpart. When the answer set evaluation involved no costly operations, reloading answers from the database was obviously slower. On the other hand, when the side-effected operations were introduced, reloading became a quite attractive possibility.

In what regards to term types, integer terms where obviously the simplest and fastest to handle. The other primitive types, requiring special handling, induced significant overheads to both storage and retrieval operations. Atom terms, not considered in the tests, are known to behave as standard integers.

For small answer-sets, recordset browsing might be enough to locate a small initial subset of answers and decide whether that subset is the adequate one or if it should be ignored; in either case, this allows saving both the time and memory resources required for the complete trie reconstruction. However, as answer-sets size increase, this traversal approach performance decays, reaching up to three times the amount of time required to reconstruct the table. In this last case, the only advantage of recordset browsing is the introduced saving in terms of memory requirements.

Our preliminary results show that DBTab may become an interesting approach when the cost of recalculating a table largely exceeds the amount of time required to fetch the entire answer recordset from the database. As further work we plan to investigate the impact of applying DBTab to a more representative set of programs. We also plan to cover all possibilities for tabling presented by YapTab and extend DBTab to support lists and application terms.
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Abstract. In this paper we investigate how to integrate the XQuery
language and logic programming. With this aim, we represent XML doc-
uments by means of a logic program. This logic program represents
the document schema by means of rules and the document itself by means
of facts. Now, XQuery expressions can be integrated into logic program-
ming by considering a translation (i.e. encoding) of for-let-where-return
expressions by means of logic rules and a goal.

1 Introduction

The eXtensible Markup Language (XML) is a simple, very flexible text format
derived from SGML. Originally designed to meet the challenges of large-scale
electronic publishing, XML is also playing an increasingly important role in
the exchange of a wide variety of data on the Web and elsewhere. In this
context, XQuery [W3C07b,CDF+04,Wad02,Cha02] is a typed functional lan-
guage devoted to express queries against XML documents. It contains XPath
[W3C07a] as a sublanguage which supports navigation, selection and extrac-
tion of fragments from XML documents. XQuery also includes expressions (i.e.
for-let-where-return expressions) to construct new XML values and to join mul-
tiple documents. The design of XQuery has been influenced by group members
with expertise in the design and implementation of other high-level languages.
XQuery has static typed semantics and a formal semantics which is part of the
W3C standard [CDF+04,W3C07b].

The integration of logic programming languages and web technologies, in
particular, XML data processing is interesting from the point of view of the
applicability of logic programming. On one hand, XML documents are the stan-
dard format of exchanging information between applications. Therefore, logic
languages should be able to handle and query such documents. On the other
hand, logic languages could be used for extracting and inferring semantic in-
formation from XML, RDF (Resource Description Framework) and OWL (On-
tology Web Language) documents, in the line of “Semantic Web” requirements
[BHL01]. Therefore, logic languages can find a natural and interesting applica-
tion field in this area. The integration of declarative programming and XML data
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processing is a research field of increasing interest in the last years (see [BBFS05] for a survey). There are proposals of new languages for XML data processing based on functional, and logic programming.

The most relevant contribution is the Galax project [MS03,CDF+04], which is an implementation of XQuery in functional programming, using OCAML as host language. There are also proposals for new languages based on functional programming rather than implementing XPath and XQuery. This is the case of XDuce [HP03] and CDuce [BCF05,BCM05], which are languages for XML data processing, using regular expression pattern matching over XML trees, subtyping as basic mechanism, and OCAML as host language. The CDuce language does fully statically-typed transformation of XML documents, thus guaranteeing correctness. In addition, there are proposals around Haskell for the handling of XML documents, such as HaXML [Thi02,ACJ04] and [WR99].

In the field of logic programming there are also contributions for the handling of XML documents. For instance, the Xcerpt project [SB02,BS02a] proposes a pattern and rule-based query language for XML documents, using the so-called query terms including logic variables for the retrieval of XML elements. For this new language, a specialized unification algorithm for query terms has been studied in [BS02b]. Another contribution of a new language is XPathLog (integrated in the Lopix system) [May04] which is a Datalog-style extension for XPath with variable bindings. Elog [BFG01] is also a logic-based XML data manipulation language, which has been used for representing Web documents by means of logic programming. This is also the case of XCentric [CF07,CF03,CF04], which can represent XML documents by means of logic programming, and handles XML documents by considering terms with functions of flexible arity and regular types. FnPath [Sei02] is also a proposal for using Prolog as a query language for XML documents. It maps XML documents to a Prolog Document Object Model (DOM), which can consist of facts (graph notation) or a term structure (field notation). FnPath can evaluate XPath expressions based on that DOM. The Rule Markup Language (RuleML) [Bol01,Bol00b,Bol00a] is a different kind of proposal in this research area. The aim of RuleML is the representation of Prolog facts and rules in XML documents, and thus, the introduction of rule systems into the Web. Finally, some well-known Prolog implementations include libraries for loading and querying XML documents, such as SWI-Prolog [Wie05] and CIAO [CH01].

In this paper, we investigate how to integrate the XQuery language and logic programming. With this aim:

1. Following our previous proposal [ABE08,ABE06], an XML document can be seen as a logic program (a Prolog program), by considering facts and rules for expressing both the XML schema and document.
2. Now, our proposal is that an XQuery expression can be translated (i.e. encoded) into logic programming (i.e. into a Prolog program) by introducing new rules for the join of documents, and for the translation of for-let-where-return expressions. Such rules are combined with the rules and facts representing the input XML documents.
3. Finally, a specific goal is generated for obtaining the answer of the given XQuery expression. From the set of answers of the generated goal, we can rebuild an XML document representing the answer of the given XQuery expression.

In summary, our technique allows the handling of XML documents as follows. Firstly, the input XML documents are loaded. It involves the translation of the XML documents into a logic program. For efficiency reasons, the rules, which correspond to the XML document structure, are loaded in main memory, but facts, which represent the values of the XML document, are stored in secondary memory, whenever they do not fit in main memory and using appropriate indexing techniques [ABE06, ABE08]. Secondly, the user can now write queries against the loaded documents. Each given XQuery query is translated into a logic program and a specific goal. The evaluation of such goal takes advantage of the indexing technique to improve the efficiency of query solving. Finally, from the set of answers of the goal, an output XML document can be built. Let us remark that our proposal uses as basis the implementation of XPath in logic programming studied in our previous work [ABE08] (for which a bottom-up approach has been also studied in [ABE06]).

The structure of the paper is as follows. Section 2 will present the translation of XML documents into Prolog; Section 3 will review the translation of XPath into logic programming; Section 4 will provide the new translation of XQuery expressions into logic programming; and finally, Section 5 will conclude and present future work.

2 Translating XML Documents into Logic Programming

In order to define our translation, we need to number the nodes of the XML documents. Similar kinds of node numbering have been studied in some works about XML processing in relational databases [BGvK+05, OOP+04, TVB+02]. Our goal is similar to these approaches: to identify each inner node and leaf of the tree represented by the XML document.

Given an XML document, we can consider a new XML document called node-numbered XML document as follows. Starting from the root element numbered as 1, the node-numbered XML document is numbered using an attribute called nodenumber\(^1\) where each \(j\)-th child of a tagged element is numbered with the sequence of natural numbers \(i_1, \ldots, i_t, j\) whenever the parent is numbered as \(i_1, \ldots, i_t\): \(<\text{tag}\ att_1 = v_1, \ldots, att_n = v_n,\ \text{nodenumber} = i_1, \ldots, i_t, j> elem_1, \ldots, elem_s <\text{/tag}>\). This is the case of tagged elements. If the \(j\)-th child is of a basic type (non tagged) and the parent is an inner node, then the element is labeled and numbered as follows: \(<\text{unlabeled}\ \text{nodenumber} = i_1, \ldots, i_t, j> elem <\text{/unlabeled}>\); otherwise the element is not numbered. It gives to us a hierarchical and left-to-right numbering of the nodes of an XML document.

An element in an XML document is further left in the XML tree than another

\(^1\) It is supposed that “nodenumber” is not already used as attribute in the tags of the original XML document.
when the node number is smaller w.r.t. the lexicographic order of sequences of natural numbers. Any numbering that identifies each inner node and leaf could be adapted to our translation.

In addition, we have to consider a new document called *type and node-numbered XML document* numbered using an attribute called *typenumber* as follows. Starting the numbering from 1 in the root of the node-numbered XML document, each tagged element is numbered as: `<tag att_1 = v_1, ..., att_n = v_n, nodenumber = i_1, ..., i_j, typenumber = k > elem_1, ..., elem_s < /tag >`.

The type number \( k \) of the tag is equal to \( l + n + 1 \) whenever the type number of the parent is \( l \), and \( n \) is the number of tagged elements weakly distinct occurring in leftmost positions at the same level of the XML tree \(^3\).

Now, the translation of the XML document into a logic program is as follows. For each inner node in the type and node numbered XML document `<tag att_1 = v_1, ..., att_n = v_n, nodenumber = i, typenumber = k > elem_1, ..., elem_s < /tag >` we consider the following rule, called *schema rule*:

\[
\begin{align*}
tag (\text{tagtype} (\text{Tag}_{i_1}, ..., \text{Tag}_{i_t}, \text{[Att}_1, ..., \text{Att}_s]), \text{NTag}, k, \text{Doc}) :- \\
\text{tag}_{i_1} (\text{Tag}_{i_1}, [\text{NTag}_{i_1} | \text{NTag}], r, \text{Doc}), \\
\vdots \\
\text{tag}_{i_t} (\text{Tag}_{i_t}, [\text{NTag}_{i_t} | \text{NTag}], r, \text{Doc}), \\
\text{att}_1 (\text{Att}_1, \text{NTag}, r, \text{Doc}), \\
\vdots \\
\text{att}_n (\text{Att}_n, \text{NTag}, r, \text{Doc}).
\end{align*}
\]

where *tagtype* is a new function symbol used for building a Prolog term containing the XML document; \( \{\text{tag}_{i_1}, ..., \text{tag}_{i_t}\} \), \( i_j \in \{1, ..., s\} \), \( 1 \leq j \leq t \), is the set of tags of the tagged elements \( \text{elem}_1, ..., \text{elem}_s \); \( \text{Tag}_{i_1}, ..., \text{Tag}_{i_t} \) are variables; \( \text{att}_1, ..., \text{att}_n \) are the attribute names; \( \text{Att}_1, ..., \text{Att}_n \) are variables, one for each attribute name; \( \text{NTag}_{i_1}, ..., \text{NTag}_{i_t} \) are variables (used for representing the last number of the node number of the children); \( \text{NTag} \) is a variable (used for representing the node number of *tag*); \( k \) is the type number of *tag*; and finally, \( r \) is the type number of the tagged elements \( \text{elem}_1, ..., \text{elem}_s \) \(^4\).

In addition, we consider facts of the form: \( \text{att}_j (v_j, i, k, \text{doc}) \) (\( 1 \leq j \leq n \)), where \( \text{doc} \) is the name of the document. Finally, for each leaf in the type and node numbered XML document: `<tag nodenumber = i, typenumber = k > value < /tag >`, we consider the fact: `tag(value, i, k, doc)`, where \( \text{doc} \) is the name of the document. For instance, let us consider the following XML document called “books.xml”:

\(^2\) Two elements are weakly distinct whenever they have the same tag but not the same structure.

\(^3\) In other words, type numbering is done by levels and in left-to-right order, but each occurrence of weakly distinct elements increases the numbering in one unit.

\(^4\) Let us remark that since *tag* is a tagged element, then \( \text{elem}_1, ..., \text{elem}_s \) have been tagged with “unlabeled” labels in the type and node numbered XML document when they were not labeled; thus they must have a type number.
Now, the previous XML document can be represented by means of a logic program as follows:

Here we can see the translation of each tag into a predicate name: \textit{books}, \textit{book}, etc. Each predicate has four arguments, the first one, used for representing the XML document structure, is encapsulated into a function symbol with the same name as the tag adding the suffix \textit{type}. Therefore, we have \textit{bookstype}, \textit{booktype}, etc. The second argument is used for numbering each node; the third argument of the predicates is used for numbering each type; and the last argument represents the document name. The key element of our translation is to be able to recover the original XML document from the set of rules and facts.

### 3 Translating XPath into Logic Programming

In this section, we present how \textit{XPath} expressions can be translated into a logic program. Here we present the basic ideas, a more detailed description can be found in [ABE08].

We restrict ourselves to \textit{XPath} expressions of the form \textit{xpathexpr} = /expr\_1 \ldots /expr\_n where each \textit{expr}\_i (1 \leq i \leq n) can be a tag or a tag with a \textit{boolean} condition of the form \textit{xpathexpr} = \textit{value}, where \textit{value} has a basic type. More complex \textit{XPath} queries [W3C07a] can be expressed in \textit{XQuery}, and therefore this restriction does not reduce the expressivity power of our query language.
With the previous assumption, each XPath expression \( \text{xpathexpr} = /\text{expr}_1 \ldots /\text{expr}_n \) defines a free of equalities XPath expression, denoted by \( \text{FE}(\text{xpathexpr}) \). Basically, boolean conditions \( \text{xpathexpr} = \text{value} \) are replaced by \( \text{xpathexpr} \) in free of equalities XPath expressions. These free of equalities XPath expressions define a subtree of the XML document, in which is required that some paths exist (occurrences of boolean conditions \( \text{xpathexpr} \)).

For instance, with respect to the XPath expression \( /\text{books}/\text{book} [\text{author} = \text{Suciu}]/\text{title} \), the free of equalities XPath expression is \( /\text{books}/\text{book} [\text{author}]/\text{title} \) and the subtree of the type and node numbered XML document which corresponds with the expression \( /\text{books}/\text{book} [\text{author}]/\text{title} \) is as follows:

```
<books nodenumber=1, typenumber=1>
  <book year="2003", nodenumber=1.1, typenumber=2>
    <author nodenumber=1.1.1 typenumber=3>Abiteboul</author>
    <author nodenumber=1.1.2 typenumber=3>Buneman</author>
    <author nodenumber=1.1.3 typenumber=3>Suciu</author>
    <title nodenumber=1.1.4 typenumber=3>Data on the Web</title>
  </book>
  <book year="2002" nodenumber=1.2, typenumber=2>
    <author nodenumber=1.2.1 typenumber=3>Buneman</author>
    <title nodenumber=1.2.2 typenumber=3>XML in Scotland</title>
  </book>
</books>
```

Now, given a type and node numbered XML document \( \mathcal{D} \), a program \( \mathcal{P} \) representing \( \mathcal{D} \), and an XPath expression \( \text{xpathexpr} \) then the logic program representing \( \text{xpathexpr} \) is \( \mathcal{P}_{\text{xpathexpr}} \), obtained from \( \mathcal{P} \) taking the schema rules for the subtree of \( \mathcal{D} \) defined by \( \text{FE}(\text{xpathexpr}) \), and the facts of \( \mathcal{P} \). For instance, with respect to the above example, the schema rules defined by \( /\text{books}/\text{book} [\text{author}]/\text{title} \) are:

```
books(books(type(Book, []), NBooks, 1,Doc),
  book(Book, [NBook|NBooks], 2,Doc).
book(booktype([Author,Title,Review,[Year]],NBook,2,Doc),
  author(Author, [NAuthor|NBook], 3,Doc),
  title(Title, [NTitle|NBook], 3,Doc).
```

and the facts are the same as the original program. Let us remark that in practice, these rules can be obtained from the schema rules by removing the predicates which do not occur as tags in the free of equalities XPath expression. Now, given a type and node numbered XML document, and an XPath expression \( \text{xpathexpr} \), the set of goals obtained from \( \text{xpathexpr} \) are defined as follows.

Firstly, each XPath expression \( \text{xpathexpr} \) can be mapped into a set of Prolog terms, denoted by \( \text{PT}(\text{xpathexpr}) \), representing the patterns of the query. Due to XML records can have different structure, one pattern is generated for each kind of record. To each pattern \( t \) we can associate a set of type numbers, denoted by \( TN(t) \).

Now, the goals are defined as: \( \{\text{tag}(Pattern, Node, Type, doc) \mid \text{Pattern} \to t, Type \to r \} \mid t \in \text{PT}(\text{xpathexpr}), r \in TN(t) \} \) where \( \text{tag} \) is the leftmost tag in \( \text{xpathexpr} \) with a boolean condition; \( r \) is a type number associated to each pattern (i.e. \( r \in TN(t) \)); \( \text{Pattern} \), \( \text{Node} \) and \( \text{Type} \) are variables; and \( \text{doc} \) is the document name of the input XML document. In the case of \( \text{xpathexpr} \) without boolean conditions we have that \( \text{tag} \) is the rightmost one.
For instance, with respect to /books/book [author = Suciu]/title, then PT(/books/book [author = Suciu]/title) = {booktype('Suciu', Title, Review, [Year])}, TN(booktype('Suciu', Title, Review, [Year])) = {2}, and therefore the (unique) goal is: -book(booktype('Suciu', Title, Review, Year), Node, 2,"books.xml").

We will call head tag of xpathexpr to the leftmost tag with a boolean condition, and it will be denoted by htag(xpathexpr). In the case of xpathexpr without boolean conditions then the head tag is the rightmost one. In the previous example, htag(/books/book[author = Suciu]/title) = book.

In summary, the handling of an XPath query involves the "specialization" of the schema rules of the XML document (removing predicates) and the generation of one or more goals. The goals are obtained from the patterns and the leftmost tag with a boolean condition on the XPath expression. Obviously, instead of a set of goals for each XPath expression, a unique goal can be considered by adding a new rule. In such a case, the head tag would be the name of the predicate of the added rule.

4 Translating XQuery into Logic Programming

Similarly to XPath, XQuery expressions can be translated into a logic program generating the corresponding goal. We will focus on a subset of XQuery, called XQuery core language, whose grammar can be defined as follows.

Core XQuery

\[
\text{xquery} := \text{dxpfree} | \langle \text{tag} \rangle \{'\text{xquery}, \ldots, \text{xquery}'\} \langle /\text{tag} \rangle | \text{flwr}.
\]

\[
\text{dxpfree} := \text{document(doc)} \/' \text{xpfree}.
\]

\[
\text{flwr} := \text{for} $\text{var}$ in $\text{xpfree} \{'\text{where constraint}' \text{ return } \text{xvar} \} \text{ let } $\text{var} := \text{xpfree} \{'\text{where constraint}' \text{ return } \text{xvar}.
\]

\[
\text{xvar} := \text{xpfree} | \langle \text{tag} \rangle \{'\text{xvar}, \ldots, \text{xvar}'\} \langle /\text{tag} \rangle | \text{flwr}.
\]

\[
\text{xpfree} := $\text{var} | $\text{var} \/' \text{xpfree} | \text{dxpfree}.
\]

\[
\text{Op} := < | > | \langle | \rangle | =. \]

\[
\text{constraint} := \text{xpfree} \text{ Op value} | \text{xpfree} \text{ Op xpfree} \]
\[
\text{constraint } 'or' \text{ constraint } | \text{constraint } 'and' \text{ constraint }.
\]

where value is an XML document, doc is a document name, and xpfree is a free of equalities XPath expression. Let us remark that XQuery expressions use free of equalities XPath expressions, given that equalities can be always introduced in where expressions. We will say that an XQuery expression ends with attribute name whenever the XQuery expression has the form of an xpfree expression, and the rightmost element has the form @att, where att is an attribute name. The translation of an XQuery expression involves the following steps:

- Firstly, for each XQuery expression xquery, we can define a logic program P{xquery} and a goal.
- Secondly, analogously to XPath expressions, for each XQuery expression xquery, we can define the so-called head tag, denoted by htag(xquery), denoting the predicate name used for the building of the goal (or subgoal whether the expression xquery is nested).
Finally, for each XQuery expression \( \text{xquery} \), we can define the so-called tag position, denoted by \( \text{tagpos}(\text{xquery}) \), representing the argument of the head tag (i.e. the argument of the predicate) in which the answer is retrieved.

In other words, in the translation each XQuery expression can be mapped into a program \( P_{\text{xquery}} \) and into a goal of the form: \( - \text{tag}(\text{Tag}, \text{Node}, \text{Type}, \text{Docs}) \), where \( \text{tag} \) is the head tag, \( \text{Tag} \equiv \text{Tag}_1, \ldots, \text{Tag}_n \) are variables, and \( \text{Tagpos} \) represents the answer of the query, where \( \text{pos} = \text{tagpos}(\text{xquery}) \). In addition, \( \text{Node} \) and \( \text{Type} \) are variables representing the node and type numbering of the output document, and \( \text{Docs} \) is a variable representing the documents involved in the query. As a particular case of XQuery expressions, XPath expressions \( \text{xpathexpr} \) hold that \( \text{tagpos}(\text{xpathexpr}) = 1 \).

As running example, let us suppose a query requesting the year and title of the books published before 2003.

\[
xquery = \text{for } \$\text{book} \text{ in } \text{document ('books.xml')/books/book} \\
\text{return let } \$\text{year} := \$\text{book/@year} \\
\text{where } \$\text{year} < 2003 \\
\text{return } <\text{mybook}> \{\$\text{year}, \$\text{book/title}\} </\text{mybook}>
\]

For this query, the translation is as follows:

\[
P_{xquery} = \{
\begin{align*}
(1) & \text{mybook}(<\text{mybooktype}>\{\text{Title}, \text{[Year]}, \text{[Node]}, \text{[Type]}, \text{[Docs]}\} : - \\
& \text{join}(\text{Title}, \text{Year}, \text{Node}, \text{Type}, \text{Doc}).
\end{align*}
\]

\[
(2) & \text{join}(\text{Title}, \text{Year}, \text{[Node]}, \text{[Type]}, \text{[Docs]} : - \\
& \text{vbook}(\text{Title}, \text{Year}, \text{Node}, \text{Type}, \text{Doc}), \\
& \text{constraints}(\text{vbook}(\text{Title}, \text{Year})).
\end{align*}
\]

\[
(3) & \text{constraints}(\text{Vbook}) : -\text{ic}(\text{Vbook}). \\
& \text{lc}(\text{Vbook}) : -\text{c}(\text{Vbook}),
\]

\[
-\text{c}(\text{vbook}(\text{Title}, \text{Year}))) : -\text{le}(\text{Year}, 2003).
\]

\[
(4) & \text{vbook}(\text{Title}, \text{Year}, \text{[Node]}, \text{[Type]}, \text{[TTitle], [TYear], "books.xml"}, \text{"books.xml"}) :- \\
& \text{title}(\text{[NTitle|Node]}, \text{TTitle}, \text{"books.xml"}),
\]

\[
\text{year}(\text{[Year|Node]}, \text{TYear}, \text{"books.xml"}.
\end{align*}
\}
\]

Basically, the translation of XQuery expressions needs to consider the following elements:

- The so-called document variables which are XQuery variables associated to XML documents by means of for or let expressions.
- Variables which are not document variables. Each one of these variables can be associated to a document variable. The value of these variables depends on the value of the associated document variable. Such dependence is expressed by means of a for or let expression. In this case, we say that the associated document variable is the root of the given variable.
- XPath expressions associated to a document variable. Such XPath expressions are those ones such that: (a) the document variable occurs in the XPath expression or (b) a variable whose root is the document variable occurs in the XPath expression.
- Constraints associated to a document variable. Such constraints are those including XPath expressions associated to the given document variable.
In the example, there is only one document variable, that is $book, associated to “books.xml” by means of a for expression, and $year can be associated to $book whose dependence is expressed by means of the let expression. Therefore, $book is the root of $year. In addition, there are two XPath expressions associated to $book: $year and $book/title. Finally, the constraint “$year<2003” is associated to the document variable $book. Now, the translation of XQuery expressions can be summarized as follows:

- The return expression generates one or more rules for describing the structure of the output XML document.
- Such structure is generated by means of a special predicate called join, defined by means of one rule, whose role is to make the join of multiple documents.
- The predicate join calls to predicates called $var's, one for each $var, where $var is a document variable.
- Each $var predicate calls to the predicates of the head tags of the XPath expressions associated to $var.
- The predicate join also calls to a special predicate called constraints, defined by one rule, whose role is to check the constraints of the where expressions included in the XQuery expression. The constraints predicate calls to $le1, . . . , $le”, one for each document variable i (1 ≤ i ≤ n), and each one of them checks a list of constraints for the given document variable i. $c1, . . . , $cm check each constraint k (1 ≤ k ≤ m) of a document variable i.

In the example, rule (1) defines the structure of the output XML document according to the return expression in which a mybook record is built including title and year as attribute. Rule (2) of the predicate join generates such structure by calling the predicate vbook which represents the document variable $book. In addition, join also calls to the predicate constraints by checking the where expression. The vbook predicate (rule (4)) calls to the head tags of the XPath expressions associated to the document variable $book. In this case, the head tags of $year and $book/title are title and year, respectively. Finally, rule (3) declares the special predicate constraints which checks the constraint “$year<2003” associated to $book. Since there is only one document variable and one constraint, the transformation only generates predicates called $le and $c, in order to check the given constraint. The predicate $le represents the operator “<”.

With respect to node and type numbering, we adopt the following convention. The output XML document can be built from several input XML documents. Therefore it is possible that the original numbering is not valid for numbering the output document. However, we can still number the output XML documents by considering as identifier (node and type number) of each record of the output document the list of identifiers (node and type numbers) of the input documents. Such numbering allow to identify each record of the output XML document. This is the reason why rules (1), (2) and (4) collect in a Prolog list the type and node number of the called predicates (in this case, there is only one input document).

With respect to the goal, the head tag of each $Pxquery has to be computed in each case (see next section for more details). In the example, the head
tag is mybook, that is, htag(xquery) = mybook, and the tagpos is 1, that is, tagpos(xquery) = 1. Therefore, the goal is: ¬mybook(MyBook, Node, Type, Doc) and the answer is:

\[
\begin{align*}
\text{MyBook} &= \text{mybooktype}("XML in Scotland", \"2002\"), \\
\text{Type} &= [[[2,3]]] \\
\text{Doc} &= ["books.xml"]
\end{align*}
\]

This answer represents the following XML document:

\[
\begin{align*}
<\text{mybook year="2002">} \\
\quad <\text{title}>XML in Scotland</\text{title}> \\
\quad </\text{mybook}>
\end{align*}
\]

In order to build the output XML document from the set of answers, we have to consider some auxiliary rules for expressing the schema of the XML output documents. In the example, the schema rules are the following:

\[
\begin{align*}
\text{mybook}(\text{mybooktype}(\text{Title}, \text{Year}), [[[\text{Node}1, \text{Node}2]]], [[[\text{Type}1, \text{Type}2]]], [[[\text{Doc}]]]) : - \\
\text{title}(\text{Title}, [[[\text{Node}1, \text{Node}2, \text{Type}1, \text{Doc}]]), \\
\text{year}(\text{Year}, [[[\text{Node}2, \text{Type}2, \text{Doc}]]])
\end{align*}
\]

Similarly to input documents, in output XML documents the children are numbered with a larger number than parents. In the example the mybook element is numbered as [[[2,1],[2,1]]] and the child title is numbered as [2,2,1].

### 4.1 Formalizing the Transformation

In this section, we show an algorithm for encoding XQuery in logic programming. This algorithm will be illustrated with an example. Assuming the notation of Table 1, the algorithm is shown in Tables 2 and 3. The algorithm has the following elements:

1. It distinguishes cases for each type of XQuery expression;
2. It defines the values for \( P_{xquery} \), htag(xquery) and tagpos(xquery) in each case;
3. It uses the notation \( P^X_{\Gamma} \) in order to denote the encoding of a set \( \mathcal{X} \) of XQuery expressions w.r.t. a context \( \Gamma \);
4. The context \( \Gamma \) includes assertions of the form \( (\text{var}, \text{let}, \text{xpathexpr}, C) \) and \( (\text{var}, \text{for}, \text{xpathexpr}, C) \) whose meaning is the following: the XQuery variable \( \text{var} \) has been assigned to \( \text{xpathexpr} \) by means of a \( \text{let} \) (resp. a \( \text{for} \)) expression with the list of constraints \( C \).

The most relevant cases of the algorithm are cases (2) of Table 2, and (8) of Table 3.

Case (2) introduces the rule for providing structure to the output document. The set \( \{\text{tag}1, \ldots, \text{tag}k, \text{att}1, \ldots, \text{att}s\} \) contains the head tags of the expressions \( xquery1, \ldots, xqueryk \), and for each one of them, the type and node numbers are collected in a Prolog list. In addition, the tag position allows to know which arguments have to be selected from the call to the head tags (it is expressed in the conditions of case (2)).

Case (8) properly introduces the rule of join, which calls \( \text{vvar} \) predicates for each document variable \( \text{var} \). In addition, the join predicate calls to the \( \text{constraints} \) predicate. The tag position indicates the argument to be selected from
Table 1. Notation

<table>
<thead>
<tr>
<th>Expression</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( Vars(\Gamma) = { \text{var}</td>
<td>(\text{var}, \text{let}, \text{xpfree}, C) \in \Gamma } )</td>
</tr>
<tr>
<td>( DocVars(\Gamma) = { \text{var}</td>
<td>(\text{var}, \text{let}, \text{xpfree}, C) \in \Gamma } )</td>
</tr>
<tr>
<td>( Doc(\text{var}, \Gamma) = \text{doc} \text{ whenever } \text{var} = \text{document(doc)/xpfree} )</td>
<td>Denotes the document associated to a document variable ( \text{var} ) in a context ( \Gamma );</td>
</tr>
<tr>
<td>( I_{\text{var}}(\Gamma) = \text{xpfree[\lambda_1, \ldots, \lambda_n]} \text{ where } \lambda_i = { \text{var}<em>i \rightarrow \Gamma</em>{\text{var}_i} } \text{ and } { \text{var}_1, \ldots, \text{var}_n } = Vars(\Gamma) )</td>
<td>Denotes the free of variables XPath expression associated to a variable ( \text{var} ) in a context ( \Gamma );</td>
</tr>
<tr>
<td>( Root(\text{var}) = \text{xpfree[\lambda]} \text{ whenever } \text{var} \in DocVars(\Gamma) \text{ and } \text{var} = \text{var}' )</td>
<td>Denotes the root of a given variable ( \text{var} );</td>
</tr>
<tr>
<td>( Rootedby(\text{var}, X) = { \text{xpfree</td>
<td>var/xpfree} \in X } )</td>
</tr>
<tr>
<td>( Rootedby(\text{var}, \Gamma) = { \text{xpfree</td>
<td>var/xpfree Op xpfree} \in C )</td>
</tr>
<tr>
<td>( Constraints(\text{var}, \Gamma) = { C_i \mid 1 \leq i \leq n, C_i \subseteq C \text{ Op } \cdots \text{ Op } C_n, ) $\text{var, let, xpfree, C) \in \Gamma } \text{ or } (\text{var, for, xpfree, C) \in \Gamma } )</td>
<td>Denotes the list of constraints associated to ( \text{var} ) in a context ( \Gamma );</td>
</tr>
</tbody>
</table>

the call to the \( \text{vvar} \) predicate (condition (b)). Each \( \text{vvar} \) predicate calls to the head tags of the XPath expressions associated to the document variable \( \text{var} \) (condition (c)). Finally, the \( \text{constraints} \) predicate calls to predicates \( \text{lc}^1, \ldots, \text{lc}^n \) which check each constraint in a sequential way if the connective is \text{and}, and otherwise, the algorithm introduces alternative rules for each \text{or} connective (conditions (e) and (f)).

In the running example, case (2) is applied to \( < \text{mybook} > \text{year}, \text{book/title} < /\text{mybook} >, \) and the head tags of \( \text{year} \) and \( \text{book/title} \) are \text{join}. For this reason the rule (1) of the running example has the form \( \text{mybook}(\ldots) : = \text{join}(\ldots) \). Case (8) is applied to \( \text{ebook} \), calling the predicates \text{title} and \text{year} which are the head tags of the associated XPath expressions \( \text{year} \) and \( \text{book/title} \). Finally, the \( \text{constraints} \) predicate calls to \( \text{lc} \), which at the same time calls to \( \text{c} \) for checking the constraint \( \text{year} < 2003 \).

As an example of application of the algorithm, let us suppose the following XQuery expression:
<table>
<thead>
<tr>
<th>Table 2. Translation of XQuery into Logic Programming</th>
</tr>
</thead>
</table>
| (1) \( P_{\text{document(doc)/xpfree}} = \text{def} P_{\text{xpfree}} \)
| \( \text{htag(document(doc)/xpfree)} = \text{def} \text{htag(xpfree)} \)
| \( \text{tagpos(document(doc)/xpfree)} = \text{def} \text{tagpos(xpfree)} \) |
| (2) \( P_{\text{tag(pos(xquery)/xpfree)}} = \text{def} P_{\text{xquery}} \)
| \( (\mathcal{R}) \cup \{ P_{\text{tag}} \} = \text{def} \) \( \Gamma \)
| and \( \mathcal{R} \equiv \) \( \text{tag}(\text{tagpos}, \text{xpfree}) \)
| \( \{ \text{tag}(\text{tagtype}(\text{Tag}_{1}, \ldots, \text{Tag}_{k}), [\text{Att}_{1}, \ldots, \text{Att}_{n}], \) \( [\text{NTag}_{1}, \ldots, \text{NTag}_{k}, \text{NAtt}_{1}, \ldots, \text{NAtt}_{n}], \) \( \text{TTag}_{1}, \ldots, \text{TTag}_{k}, \text{TAtt}_{1}, \ldots, \text{TAtt}_{n}], \) \( [\text{DTTag}_{1}, \ldots, \text{DTTag}_{k}, \text{DTAtt}_{1}, \ldots, \text{DTAtt}_{n}]) : = \) \( \tag_{1}(\text{Tag}_{1}, \text{NTag}_{1}, \text{TTag}_{1}, \text{DTTag}_{1}), \) \( \ldots, \) \( \tag_{k}(\text{Tag}_{k}, \text{NTag}_{k}, \text{TTag}_{k}, \text{DTTag}_{k}), \) \( \text{att}_{1}(\text{Att}_{1}, \text{NAtt}_{1}, \text{TAtt}_{1}, \text{DTAtt}_{1}), \) \( \ldots, \) \( \text{att}_{n}(\text{Att}_{n}, \text{NAtt}_{n}, \text{TAtt}_{n}, \text{DTAtt}_{n}). \) \)
| \( \text{htag(xquery)} = \text{def} \text{htag}, \text{tagpos(xquery)} = \text{def} 1 \) |
| (3) \( \text{for } \text{every } \text{tag} \in \text{xpfree} \) \( \text{where } t \) \( \text{return } \text{eqvar} = \text{def} \) \( P_{\text{eqvar}}((\text{tag}, \text{xpfree}, \text{C})) \)
| \( \text{htag(xquery)} = \text{def} \text{htag(xquery)} \)
| \( \text{tagpos(xquery)} = \text{def} \text{tagpos(xquery)} \) |
| (4) \( \text{for } \text{every } \text{tag} \in \text{xpfree} \) \( \text{where } t \) \( \text{return } \text{eqvar} = \text{def} \) \( P_{\text{eqvar}}((\text{tag}, \text{xpfree}, \text{C})) \)
| \( \text{htag(xquery)} = \text{def} \text{htag(xquery)} \)
| \( \text{tagpos(xquery)} = \text{def} \text{tagpos(xquery)} \) |
| (5) \( P_{i}^{k} = \text{def} P_{i}^{X-\text{xpfree}} \cup \mathcal{R} \) \( \cup \{ P_{\text{tag}} \} \)
| \( (\mathcal{R}) \equiv \) \( \text{tag}(\text{tagtype}(\text{Tag}_{1}, \ldots, \text{Tag}_{k}, [\text{Att}_{1}, \ldots, \text{Att}_{n}]), \) \( [\text{Node}_{1}, \ldots, \text{Node}_{r}], \) \( [\text{Type}_{1}, \ldots, \text{Type}_{r}], \) \( [\text{Doc}_{1}, \ldots, \text{Doc}_{r}] : = \) \( \tag_{1}(\text{Tag}_{1}, \text{Node}_{1}, \text{Type}_{1}, \text{Doc}_{1}), \) \( \ldots, \) \( \tag_{k}(\text{Tag}_{k}, \text{Node}_{k}, \text{Type}_{k}, \text{Doc}_{k}). \) \)
| \( \text{htag(xquery/\text{xpfree})} = \text{def} 1 \) \( \text{tag} \)
| \( \text{tagpos(xquery/\text{xpfree})} = \text{def} 1 \) \( \) |
| (6) \( P_{i}^{k} = \text{def} P_{i}^{X-\text{xpfree}} - \text{xpfree} \cup \mathcal{R} \)
| \( (\mathcal{R}) \equiv \) \( \text{htag(xquery/\text{xpfree})} = \text{def} \text{htag(xquery/\text{xpfree})} \)
| \( \text{tagpos(xquery/\text{xpfree})} = \text{def} \text{tagpos(xquery/\text{xpfree})} \) |
| (7) \( P_{i}^{k} = \text{def} P_{i}^{X-\text{xpfree}} - \text{xpfree} \cup \mathcal{R} \)
| \( (\mathcal{R}) \equiv \) \( \text{htag(xquery/\text{xpfree})} = \text{def} \text{htag(xquery/\text{xpfree})} \)
| \( \text{tagpos(xquery/\text{xpfree})} = \text{def} \text{tagpos(xquery/\text{xpfree})} \) |

**Code Snippet**

```xml
<mybook>
  <title>$title</title>
  <store1/><store2/>
  <book1>...
  <book2>...
</mybook>
```
Table 3. Translation of XQuery into Logic Programming (cont’d)

(a) $\mathcal{P}^X = \{ \mathcal{J}^X \} \cup \mathcal{C}^X \cup \{ \mathcal{R}^\mathit{xpfree}[\mathit{var} \in \mathit{DocVars}(\Gamma)] \}$

(b) $\mathcal{J}^X_\mathit{Γ} = \begin{cases} \mathcal{J}^X \cup \mathcal{C}^X \cup \{ \mathcal{R}^\mathit{xpfree}[\mathit{var} \in \mathit{DocVars}(\Gamma)] \} & (a) \\ \mathcal{J}^X \cup \mathcal{C}^X \cup \{ \mathcal{R}^\mathit{xpfree}[\mathit{var} \in \mathit{DocVars}(\Gamma)] \} & \text{if } \mathit{var} = \text{Root}(\mathit{var}''), \mathit{xpfree} \in \text{Rootedby}(\mathit{var}'', X) \cup \text{Rootedby}(\mathit{var}'', \Gamma) \end{cases}$

(c) $\mathcal{J}^X = \begin{cases} \text{join}(\text{Tag}_1, \ldots, \text{Tag}_n, [\text{Node}_1, \ldots, \text{Node}_n], [\text{Type}_1, \ldots, \text{Type}_n], [\text{Doc}_1, \ldots, \text{Doc}_n]) : - \\
\text{var}_1(\text{Tag}_1, \text{Node}_1, \text{Type}_1, \text{Doc}_1), \ldots, \text{var}_n(\text{Tag}_1, \text{Node}_n, \text{Type}_n, \text{Doc}_n), \text{constraints}(\text{var}_1(\text{Tag}_1''), \ldots, \text{var}_n(\text{Tag}_n''))). & \text{for every } \mathit{var}' \in \mathcal{X} \end{cases}$

(d) $\mathcal{C}^X = \begin{cases} \text{constraints}(\mathit{var}_1, \ldots, \mathit{var}_n) : - \\
\mathcal{I}_1(\mathit{var}_1, \ldots, \mathit{var}_n), \ldots, \mathcal{I}_n(\mathit{var}_1, \ldots, \mathit{var}_n). & \text{for every } \mathit{var}' \in \mathcal{X} \end{cases}$

(e) $\mathcal{C}^X = \begin{cases} \{ \mathcal{I}_1(\mathit{var}_1, \ldots, \mathit{var}_n), \ldots, \mathcal{I}_n(\mathit{var}_1, \ldots, \mathit{var}_n) : - \mathcal{I}_n(\mathit{var}_1, \ldots, \mathit{var}_n). & \text{for every } \mathit{var}' \in \mathcal{X} \end{cases}$

(f) $\text{Root}(\mathit{var}') = \mathit{var}_1$, and $\text{Root}(\mathit{var}') = \mathit{var}_1$ for each $\mathit{var}' \in \mathcal{X}$ such that

(requesting the reviews of books (published before 2003) occurring in two documents: the first one is the running example and the second one is:

```
<books>
  <book year="2003">
    <author>Buneman</author>
    <author>Suciu</author>
    <title>Data on the Web</title>
    <review>very good</review>
  </book>
  <book year="2002">
    <author>Buneman</author>
    <title>XML in Scotland</title>
  </book>
```
In this case, the return expression generates a new rule mybook in which the title is obtained from the first document and review's are obtained from both documents. The application of the algorithm is as follows:

\[ \mathcal{P}_{\text{query}} = (\text{Rule}(4)) \]

\[ \mathcal{P}_{\text{query}} = (\text{Rule}(3)) \]

\[ \mathcal{P}_{\text{query}} = (\text{Rule}(2)) \]

\[ \mathcal{P}_{\text{query}} = (\text{Rule}(1)) \]

\[ \mathcal{P}_{\text{query}} = (\text{Rule}(0)) \]

where \( \Gamma_1 = \{ (\text{store1, let, document("books1.xml")/books, \emptyset}), (\text{store2, let, document("books2.xml")/books, \emptyset}) \} \) and also \( \Gamma_2 = \Gamma_1 \cup \{ (\text{book2, for, \text{store1, \emptyset}}), (\text{book2, for, \text{store2, \emptyset}}, (\text{title, let, \text{book1}/ title, \text{book1}/ @year < 2003 and \text{title = $book2/title})} \}. \) In addition, \( \mathcal{R} \) is defined as:

\[ \mathcal{R} = \text{\text{mybook/mybooktype/Title, Review1, Review2, [Node, Type, [Doc]]} = \text{join} (\text{Title, Review1, Node, Type, Doc}).} \]

Now, \( \mathcal{P}_{\text{title,$book1/review,$book2/review}} \) is defined as:

\[ \mathcal{P}_{\text{title,$book1/review,$book2/review}} = \text{ Rule(8) } \]

\[ \{ \mathcal{R} \} \cup C^\Gamma \cup \{ \text{store1, \text{store2}} \} \cup \]

\[ \text{document("books1.xml")/books/book/title} \cup \]

\[ \text{document("books2.xml")/books/book/title, @year} \cup \]

\[ \text{document("books1.xml")/books/book/review} \cup \]

\[ \text{document("books2.xml")/books/book/review} \cup \]

\[ \text{document("books2.xml")/books/book/review} \]

where \( \mathcal{J}^\Gamma \) and \( C^\Gamma \) are defined as:

\[ \mathcal{J}^\Gamma = \text{\text{join} (\text{Title1, Review1, Review2, [Node1, Node2, [Type1, Type2]], [Doc1, Doc2])} = \text{vstore1(Title1, Year1, Review1, Node1, Type1, Doc1), vstore2(Title2, Review2, Node2, Type2, Doc2), constraints(vstore1(Title1, Year1, Review1), vstore2(Title2, Review2))}. \]

\[ C^\Gamma = \{ \text{constraints(Vstore1, Vstore2)} : - \]

\[ \text{le(Vstore1, Vstore2), } -c^1_1(\text{Vstore1, Vstore2), } \]

\[ c^1_1(\text{Vstore1, Vstore2). } \]

\[ c^1_2(\text{vstore1(Title1, Year1, Review1), vstore2(Title2, Review2)) : - } \]

\[ \text{le(Year1, 2003), eq(Title1, Title2))}. \]

where

- \( \text{DocVars}(\Gamma) = \{ \$\text{vstore1,} \$\text{vstore2}, \) \)
- \( \text{\text{title,}\text{book1}/\text{review,}\text{book2}/\text{review}} \in \mathcal{X}, \) \)
- \( \text{Root(\text{title})} = \$\text{vstore1, Root(\text{book1}) = $\text{vstore1 and Root($book2 = $\text{vstore2,} \) )} \)
- \( \text{$book1/@year and $book2/title occur in $\Gamma;} \)
Finally, $\mathcal{R}^{\text{store1}}$ and $\mathcal{R}^{\text{store2}}$ are defined as:

\[
\begin{align*}
\mathcal{R}^{\text{store1}} &= \text{vstore1(Title, Year, Review, [Node, Node, Node], [Type1, Type2, Type3],
\text{"books1.xml"}) : } - \\
&\quad \text{title(Title, [Node3, Node4, Node5], Type1, "books1.xml"),} \\
&\quad \text{year(Year, [Node2, Node3, Node4], Type2, "books1.xml"),} \\
&\quad \text{review(Review, [Node1, Node2, Node3], Type3, "books1.xml").}
\end{align*}
\]

\[
\begin{align*}
\mathcal{R}^{\text{store2}} &= \text{vstore2(Title, Review, [Node, Node, Node], [Type1, Type2, Type3], "books2.xml" : } - \\
&\quad \text{title(Title, [Node3, Node4, Node5], Type1, "books2.xml"),} \\
&\quad \text{review(Review, [Node1, Node2, Node3], Type3, "books2.xml").}
\end{align*}
\]

and

\[
\begin{align*}
\mathcal{P} &= \text{document("books1.xml"/books/book/title) = Facts of P} \\
\mathcal{P} &= \text{document("books2.xml"/books/book/title) = Facts of P} \\
\mathcal{P} &= \text{document("books1.xml"/books/book/review) = } \\
\mathcal{P} &= \text{document("books2.xml"/books/book/review) = } \\
&\quad \{ \\
&\quad \text{review(reviewtype(Unlabeled, Em, []), NReview, 3, Doc) : } - \\
&\quad \text{unlabeled(Unlabeled, [Unlabeled]NReview), 4, Doc),} \\
&\quad \text{em(Em, [NEm]NReview), 4, Doc).} \\
&\quad \text{review(reviewtype(Em, []), NReview, 3, Doc) : } - \\
&\quad \text{em(Em, [NEm]NReview), 5, Doc),} \\
&\quad \text{em(emtype(Unlabeled, Em, []), NEm) : } - \\
&\quad \text{unlabeled(Unlabeled, [NEm]NReview), 6, Doc),} \\
&\quad \text{em(Em, [NEm]NEm), 6, Doc).}
\end{align*}
\]

where

\[
\begin{align*}
&\text{"books1.xml" = Doc(\text{vstore1, Γ}), "books2.xml" = Doc(\text{vstore2, Γ})} \\
&\text{tag(document ("books1.xml") /books/book /title) = title} \\
&\text{tag(document ("books1.xml") /books/book /year) = year} \\
&\text{tag(document ("books1.xml") /books/book /review) = review} \\
&\text{T_{\text{title}} = document ("books1.xml") /books/book/} \\
&\text{T_{\text{book1}} = document ("books1.xml") /books/book/} \\
&\text{T_{\text{book2}} = document ("books2.xml") /books/book/}
\end{align*}
\]

5 Conclusions and Future Work

In this paper, we have studied how to encode XQuery expressions into logic programming. It allows us to evaluate XQuery expressions against XML documents using logic rules.

As far as we know, this is the first time that XQuery is implemented in logic programming. Previous proposals in this research area are mainly focused on the definition of new query languages of logic style [SB02,CF07,May04,Sei02] and functional style [HP03,BCF05] for XML documents, and the only proposal for XQuery implementation takes as host language a functional language (i.e. OCAML). The proposals of new query languages in this framework have to adapt the unification in the case of logic languages [BS02b,May04,CF03], and the pattern matching in the case of functional languages [BCF05,HP03] in order
to accommodate the handling of XML records. However, in our case, we can adopt standard term unification by encoding XML documents into logic programming, and therefore one of the advantages of our approach is that it can be integrated with any Prolog implementation. In addition, the advantage of a logic-based implementation of XQuery is that, XQuery can be combined with logic programs. Logic programs can be used, for instance, for representing RDF and OWL documents (see, for instance, [WSW03, Wol04]), and therefore XML querying and processing can be combined with RDF and OWL reasoning in our framework—in fact, we have been recently working in a proposal in this line [Alm08].

On the other hand, the proposal of this paper also contributes to the study of the representation and handling of XML documents in relational database systems. In our framework, logic programs represent XML documents by means of rules and a table of facts. In addition, the table of facts is indexed in secondary memory for improving the retrieval. Similar processing and storing can be found in the proposals of XML processing with relational databases (see [BGvK+05], [OOP+04] and [TVB+02]). In fact, we plan to implement the storing of facts in a relational database management system in order to improve fact storing and retrieval.

Therefore our proposal of a logic-based query language for the Semantic Web combines the advantages of efficient retrieval of facts in a relational database style together with reasoning capabilities of logic programming.

As future work we would like to implement our technique. We have already implemented XPath in logic programming (see http://indalog.ual.es/Xindalog). Taking as basis this implementation we would like to extend it to XQuery expressions.
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Abstract. This paper presents a causal subgroup analysis approach for the detection of confounding: We show how to identify (causal) relations between subgroups by generating an extended causal subgroup network utilizing background knowledge. Using the links within the network we can identify relations that are potentially confounded by external (confounding) factors. In a semi-automatic approach, the network and the discovered relations are then presented to the user as an intuitive visualization. The applicability and benefit of the presented technique is illustrated by examples from a case-study in the medical domain.

1 Introduction

Subgroup discovery (e.g., [1–4]) is a powerful approach for explorative and descriptive data mining to obtain an overview of the interesting dependencies between a specific target (dependent) variable and usually many explaining (independent) variables. The interesting subgroups can be defined as subsets of the target population with a (distributional) unusualness concerning a certain property we are interested in: The risk of coronary heart disease (target variable), for example, is significantly higher in the subgroup of smokers with a positive family history than in the general population.

When interpreting and applying the discovered relations, it is often necessary to consider the patterns in a causal context. However, considering an association as having a causal interpretation can often lead to incorrect results, due to the basic tenet of statistical analysis that association does not imply causation (cf. [5]): A subgroup may not be causal for the target group, and thus can be suppressed by other causal groups. Then, the suppressed subgroup itself is not interesting, but the other subgroups are better suited for characterizing the target concept. Furthermore, the estimated effect, that is, the quality of the subgroup may be due to associations with other confounding factors that were not considered in the quality computation. For instance, the quality of a subgroup may be confounded by other variables that are associated with the independent variables, and are a direct cause of the (dependent) target variable. Then, it is necessary to identify potential confounders, and to measure or to control their influence concerning the subgroup and the target concept. Let us assume, for example, that ice cream consumption and murder rates are highly correlated. However, this does not necessarily mean that ice cream incites murder or that murder increases the demand for ice cream. Instead, both ice cream and murder rates might be joint effects of a common cause or confounding factor, namely, hot weather.
In this paper, we present a semi-automatic causal subgroup analysis approach for the detection of (true) causal subgroups and potentially confounded and/or effect-modified relations. We use known subgroup patterns as background knowledge that can be incrementally refined: These patterns represent subgroups that are 

acausal, thus having no causes, and subgroup patterns that are known to be directly causally related to other (target) subgroups. Additionally, both concepts can be combined, for example, in the medical domain certain variables such as Sex have no causes, and it is known that they are causal risk factors for certain diseases.

Using the patterns contained in the background knowledge, and a set of subgroups for analysis, we can construct a causal net containing relations between the subgroups. This network can be interactively inspected and analyzed by the user: It directly provides a visualization of the (causal) relations between the subgroups, and also provides for a possible explanation of these. By traversing the relations in the network, we can then identify potential confounding.

The rest of the paper is organized as follows: First, we discuss the background of subgroup discovery, the concept of confounding, and basic constraint-based causal analysis methods in Section 2. After that, we present the causal discovery approach utilizing background knowledge for detecting causal and confounding/effect-modified relations in Section 3. Exemplary results of the application of the presented approach are given in Section 4 using data from a fielded system in the medical domain. Finally, Section 5 concludes the paper with a discussion of the presented work.

2 Background

In this section, we first introduce the necessary notions concerning the used knowledge representation, before we define the setting for subgroup discovery. After that, we introduce the concept of confounding, criteria for its identification, and describe basic constraint-based techniques for causal subgroup analysis.

2.1 Basic Definitions

Let \( \Omega_A \) denote the set of all attributes. For each attribute \( a \in \Omega_A \) a range \( \text{dom}(a) \) of values is defined; \( \mathcal{V}_A \) is assumed to be the (universal) set of attribute values of the form \( (a = v) \), where \( a \in \Omega_A \) is an attribute and \( v \in \text{dom}(a) \) is an assignable value. We consider nominal attributes only so that numeric attributes need to be discretized accordingly. Let \( CB \) be the case base (data set) containing all available cases (instances): A case \( c \in CB \) is given by the n-tuple \( c = ((a_1 = v_1), (a_2 = v_2), \ldots, (a_n = v_n)) \) of \( n = \vert \Omega_A \vert \) attribute values, \( v_i \in \text{dom}(a_i) \) for each \( a_i \).

2.2 Subgroup Discovery

The main application areas of subgroup discovery (e.g., [1–4]) are exploration and descriptive induction, to obtain an overview of the relations between a (dependent) target variable and a set of explaining (independent) variables. As in the MIDOS approach [1],
we consider subgroups that are, for example, as large as possible, and have the most unusual (distributional) characteristics with respect to the concept of interest given by a binary target variable. Therefore, not necessarily complete relations but also partial relations, that is, (small) subgroups with "interesting" characteristics can be sufficient.

Subgroup discovery mainly relies on the subgroup description language, the quality function, and the search strategy. Often heuristic methods (e.g., [3]) but also efficient exhaustive algorithms (e.g., the SD-Map algorithm [4]) are applied. The description language specifies the individuals belonging to the subgroup. For a common single-relational propositional language a subgroup description can be defined as follows:

**Definition 1 (Subgroup Description).** A subgroup description \( sd = e_1 \land e_2 \land \cdots \land e_k \) is defined by the conjunction of a set of selectors \( e_i = (a_i, V_i) \): Each of these are selections on domains of attributes, \( a_i \in \Omega_A, V_i \subseteq \text{dom}(a_i) \). We define \( \Omega_E \) as the set of all possible selectors and \( \Omega_{sd} \) as the set of all possible subgroup descriptions.

A quality function measures the interestingness of the subgroups and is used to rank these. Typical quality criteria include the difference in the distribution of the target variable concerning the subgroup and the general population, and the subgroup size.

**Definition 2 (Quality Function).** Given a particular target variable \( t \in \Omega_E \), a quality function \( q : \Omega_{sd} \times \Omega_E \to \mathbb{R} \) is used in order to evaluate a subgroup description \( sd \in \Omega_{sd} \), and to rank the discovered subgroups during search.

Several quality functions were proposed (cf. [1–4]), for example, the functions \( q_{BT} \) and \( q_{RG} \) shown below:

\[
q_{BT} = \frac{(p - p_0) \cdot \sqrt{n}}{p_0 \cdot (1 - p_0)} \cdot \sqrt{\frac{N}{N - n}}, \quad q_{RG} = \frac{p - p_0}{p_0 \cdot (1 - p_0)} \cdot n \geq T_{Supp},
\]

\( p \) denotes the relative frequency of the target variable in the subgroup, \( p_0 \) is the relative frequency of the target variable in the total population, \( N = |CB| \) is the size of the total population, and \( n \) denotes the size of the subgroup. In contrast to the quality function \( q_{BT} \) (the classic binomial test), the quality function \( q_{RG} \) only compares the target shares of the subgroup and the total population measuring the *relative gain*. Therefore, a support threshold \( T_{Supp} \) is necessary to discover significant subgroups.

The result of subgroup discovery is a set of subgroups. Since subgroup discovery methods are not necessarily covering algorithms the discovered subgroups can overlap significantly and their estimated quality (effect) might be confounded by external variables. In order to reduce the redundancy of the subgroups and to identify potential confounding factors, methods for causal analysis can then be applied.

### 2.3 The Concept of Confounding

Confounding can be described as a bias in the estimation of the effect of the subgroup on the target concept due to attributes affecting the target concept that are not contained in the subgroup description [6]. Thus, confounding is caused by a lack of comparability between subgroup and complementary group due to a difference in the distribution of the target concept caused by other factors.
An extreme case for confounding is presented by Simpson’s Paradox [7, 8]: The (positive) effect (association) between a given variable $X$ and a variable $T$ is countered by a negative association given a third factor $F$, that is, $X$ and $T$ are negatively correlated in the subpopulations defined by the values of $F$ [7]. For binary variables $X, T, F$ this can be formulated as

$$P(T|X) > P(T|\neg X), P(T|X,F) < P(T|\neg X,F), P(T|X,\neg F) < P(T|\neg X,\neg F).$$

The event $X$ increases the probability of $T$ in a given population while it decreases the probability of $T$ in the subpopulations given by the restrictions on $F$ and $\neg F$. For the example shown in Figure 1, let us assume that there is a positive correlation between the event $X$ that describes people that do not consume soft drinks and $T$ specifying the diagnosis diabetes. This association implies that people not consuming soft drinks are affected more often by diabetes (50% non-soft-drinkers vs. 40% soft-drinkers). However, this is due to age, if older people (given by $F$) consume soft drinks less often than younger people, and if diabetes occurs more often for older people, inverting the effect.

![Table showing the example](image)

**Fig. 1. Example: Simpson’s Paradox**

There are three criteria that can be used to identify a confounding factor $F$ [6, 9], given the factors $X$ contained in a subgroup description and a target concept $T$:

1. A confounding factor $F$ must be a cause for the target concept $T$, that is, an independent risk factor for a certain disease.
2. The factor $F$ must be associated/correlated with the subgroup (factors) $X$.
3. A confounding factor $F$ must not be (causally) affected by the factors $X$.

However, these criteria are only necessary but not sufficient to identify confounders. If purely automatic methods are applied for detecting confounding, then these may label some variables as confounders incorrectly, for example, if the real confounders have not been measured, or if their contributions cancel out. Thus, user interaction is rather important for validating confounded relations. Furthermore, the identification of confounding requires causal knowledge since confounding is itself a causal concept [9].

**Proxy Factors and Effect Modification** There are two phenomena that are closely related to confounding. First, a factor may only be associated with the subgroup but may be the real cause for the target concept. Then, the subgroup is only a proxy factor. Another situation is given by effect modification: Then, a third factor $F$ does not necessarily need to be associated with the subgroup described by the factors $X$; $F$ can be an additional factor that increases the effect of $X$ in a certain subpopulation only, pointing to new subgroup descriptions that are interesting by themselves.
2.4 Constraint-Based Methods for Causal Subgroup Analysis

In general, the philosophical concept of causality refers to the set of all particular 'cause-and-effect' or 'causal' relations. A subgroup is causal for the target group, if in an ideal experiment [5] the probability of an object not belonging to the subgroup to be a member of the target group increases or decreases when the characteristics of the object are changed such that the object becomes a member of the subgroup. For example, the probability that a patient survives (target group) increases if the patient received a special treatment (subgroup). Then, a redundant subgroup that is, for example, conditionally independent from the target group given another subgroup, can be suppressed.

For causal analysis, the subgroups are represented by binary variables that are true for an object (case) if it is contained in the subgroup, and false otherwise. For constructing a causal subgroup network, constraint-based methods are particularly suitable because of scalability reasons (cf. [5, 10]). These methods make several assumptions (cf. [5]) w.r.t. the data and the correctness of the statistical tests. The crucial condition is the Markov condition (cf. [5]) depending on the assumption that the data can be expressed by a Bayesian network: Let \( X \) be a node in a causal Bayesian network, and let \( Y \) be any node that is not a descendant of \( X \) in the causal network. Then, the Markov condition holds if \( X \) and \( Y \) are independent conditioned on the parents of \( X \).

The CCC and CCU rules [10] described below constrain the possible causal models by applying simple statistical tests: For subgroups \( s_1, s_2, s_3 \) represented by binary variables the \( \chi^2 \)-test for independence is utilized for testing their independence \( ID(s_1, s_2) \), dependence \( D(s_1, s_2) \) and conditional independence \( CondID(s_1, s_2|s_3) \), shown below (for the tests user-selectable thresholds are applied, for example, \( T_1 = 1, T_2 = 3.84, \) or higher):

\[
ID(s_1, s_2) \iff \chi^2(s_1, s_2) < T_1, \quad D(s_1, s_2) \iff \chi^2(s_1, s_2) > T_2, \\
CondID(s_1, s_2|s_3) \iff \chi^2(s_1, s_2|s_3 = 0) + \chi^2(s_1, s_2|s_3 = 1) < 2 \cdot T_1
\]

Thus, the decision of (conditional) (in-)dependence is threshold-based, which is a problem causing potential errors if very many tests are performed. Therefore, we propose a semi-automatic approach featuring interactive analysis of the inferred relations.

**Definition 3 (CCC Rule).** Let \( X, Y, Z \) denote three variables that are pairwise dependent, that is, \( D(X, Y), D(X, Z), D(Y, Z) \); let \( X \) and \( Z \) become independent when conditioned on \( Y \). In the absence of hidden and confounding variables we may infer that one of the following causal relations exists between \( X, Y \) and \( Z \): \( X \leftarrow Y \rightarrow Z, \ X \leftarrow Y \leftarrow Z, \ X \rightarrow Y \leftarrow Z \). However, if \( X \) has no causes, then the first relation is the only one possible, even in the presence of hidden and confounding variables.

**Definition 4 (CCU Rule).** Let \( X, Y, Z \) denote three variables: \( X \) and \( Y \) are dependent (\( D(X, Y) \)), \( Y \) and \( Z \) are dependent (\( D(Y, Z) \)), \( X \) and \( Z \) are independent (\( ID(X, Z) \)), but \( X \) and \( Z \) become dependent when conditioned on \( Y \) (\( CondD(X, Z|Y) \)). In the absence of hidden and confounding variables, we may infer that \( X \) and \( Z \) cause \( Y \).
3 Semi-Automatic Causal Subgroup Discovery and Analysis

The proposed approach for causal subgroup discovery features an incremental semi-automatic process. In the following, we first introduce the process model for causal subgroup discovery and analysis. After that, we present the necessary background knowledge for effective causal analysis. Next, we describe a method for constructing an extended causal subgroup network, and discuss how to identify confounded and effect-modified relations.

3.1 Process Model for Causal Subgroup Discovery and Analysis

The steps of the process for semi-automatic causal subgroup discovery are shown in Figure 2:

1. First, the user applies a standard subgroup discovery approach, for example, [3, 4]. The result of this step is a set of the most interesting subgroups. Optionally, background knowledge contained in the knowledge base can also be applied during subgroup discovery (e.g., as discussed in [11]).

2. Next, we apply causal analysis using appropriate background knowledge for a detailed analysis of the discovered associations. Using constraint-based techniques for causal analysis, a (partial) causal subgroup network is constructed.

3. In the evaluation and validation phase, the user assesses the (partial) causal network: Since the relations contained in the network can be wrong due to various statistical errors, inspection and validation of the causal relations is essential in order to obtain valid results. Then, the final results are obtained.

4. The user can extend and/or tune the applied background knowledge during the knowledge extraction step: Then, the knowledge base can be updated in incremental fashion by including further background knowledge, based upon the discovery results.

![Fig. 2. Process Model for Knowledge-Intensive Causal Subgroup Analysis](image-url)
3.2 Extended Causal Analysis for Detecting Confounding

Detecting confounding using causal subgroup analysis consists of two main steps that can be iteratively applied:

1. First, we generate a causal subgroup network considering a target group $T$, a user-selected set of subgroups $U$, a set of confirmed (causal) and potentially confounding factors $C$ for any included group, a set of unconfirmed potentially confounding factors $P$ given by subgroups significantly dependent with the target group, and additional background knowledge described below. In addition to causal links, the generated network also contains (undirected) associations between the variables.

2. In the next step, we traverse the network and extract the potential confounded and confounding factors. The causal network and the proposed relations are then presented to the user for subsequent interpretation and analysis. After confounding factors have been confirmed, the background knowledge can then be extended.

In the following we discuss these steps in detail, and also describe the elements of the background knowledge that are utilized for causal analysis.

3.3 Background Knowledge for Causal Analysis

For the causal analysis step we first need to generate an extended causal network capturing the (causal) relations between the subgroups represented by binary variables. In order to effectively generate the network, we need to include background knowledge provided by the user, for example, by a domain specialist. In the medical domain, for example, a lot of background knowledge is already available and can be directly integrated in the analysis phase. Examples include (causal) relations between diseases, and the relations between diseases and their respective findings.

The applicable background consists of two elements:

1. Acausal factors: These include factors represented by subgroups that have no causes; in the medical domain, for example, the subgroup $Age \geq 70$ or the subgroup $Sex = male$ have no causes, while the subgroups $BMI = underweight$ has certain causes.

2. (Direct) causal relations: Such relations include subgroups that are not only dependent but (directly) causal for the target group/target variable and/or other subgroups. In the medical domain, for example, the subgroup $Body-Mass-Index (BMI) = overweight$ is directly causal for the subgroup $Gallstones = probable$.

Depending on the domain, it is often easier to provide acausal information. Direct and indirect causal relations are often also easy to acquire, and can be acquired ‘on-the-fly’ when applying the presented process. However, in some domains, for example, in the medical domains, it is often difficult to provide non-ambiguous directed relationships between certain variables: One disease can cause another disease and vice versa, under different circumstances. In such cases, the relations should be formalized with respect to both directions, and can still be exploited in the method discussed below. Then, the interpretation performed by the user is crucial in order to obtain valid and ultimately interesting results.
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3.4 Constructing an Extended Causal Subgroup Network

Algorithm 1 summarizes how to construct an extended causal subgroup network, based on a technique for basic causal subgroup analysis described in [2, 12]. When applying the algorithm, the relations contained in the network can be wrong due to various statistical errors (cf. [5]), especially for the CCU rule (cf. [10]). Therefore, after applying the algorithm, the resulting causal net is presented to the user for interactive analysis.

The first step (lines 1-5) of the algorithm determines for each subgroup pair (including the target group) whether they are independent, based on the inductive principle that the (non in-)dependence of subgroups is necessary for their causality.

In the next step (lines 6-10) we determine for any pair of subgroups whether the first subgroup $s_1$ is suppressed by a second subgroup $s_2$, that is, if $s_1$ is conditionally independent from the target group $T$ given $s_2$. The $\chi^2$-measure for the target group and $s_1$ is calculated both for the restriction on $s_2$ and its complementary subgroup. If the sum of the two test-values is below a threshold, then we can conclude that subgroup $s_1$ is conditionally independent from the target group. Conditional independence is a sufficient criterion, since the target distribution of $s_1$ can be explained by the target distribution in $s_2$, that is, by the intersection. Since very similar subgroups could symmetrically suppress each other, the subgroups are ordered according to their quality. After that, subgroups with a nearly identical extension (but with a lower quality value) can be eliminated.

The next two steps (lines 11-18) check conditional independence between each pair of subgroups given the target group or a third subgroup, respectively. For each pair of conditionally independent groups, the separating (conditioning) group is noted. Then, this separator information is exploited in the next steps, that is, independencies or conditional independencies for pairs of groups derived in the first steps are used to exclude any causal links between the groups. The conditioning steps (lines 6-18) can optionally be iterated in order to condition on combinations of variables (pairs, triples). However, the decisions taken further (in the CCU and CCC rules) may become statistically weaker justified due to smaller counts in the considered contingency tables (e.g., [5, 12]).

Direct causal links (line 19) are added based on background knowledge, that is, given subgroup patterns that are directly causal for specific subgroups. In the last step (lines 24-26) we also add conditional associations for dependent subgroups that are not conditionally independent and thus not suppressed by any other subgroups. Such links can later be useful in order to detect the (true) associations considering a confounding factor.

Extending CCC and CCU using Background Knowledge The CCU and CCC steps (lines 20-23) derive the directions of the causal links between subgroups, based on information derived in the previous steps: In the context of the presented approach, we extend the basic CCC and CCU rules including background knowledge both for the derivation of additional links, and for inhibiting links that contradict the background knowledge. We introduce associations instead of causal directions if these are wrong, or if not enough information for their derivation is available. The rationale behind this principle is given by the intuition that we want to utilize as much information as possible considering the generated causal net.
Algorithm 1 Constructing a causal subgroup net

Require: Target group $T$, user-selected set of subgroups $U$, potentially confounding groups $P$; background knowledge $B$ containing acausal subgroup information, and known subgroup patterns $C \subseteq B$ that are directly causal for other subgroups. Define $S = U \cup P \cup C$

1: for all $s_i, s_j \in S \cup \{ T \}, s_i \neq s_j$ do
2:  if $\text{approxEqual}(s_i, s_j)$ then
3:    Exclude any causalities for the subgroup $s_k$ with smaller correlation to $T$: Remove $s_k$
4:      if $\text{ID}(s_i, s_j)$ then
5:        Exclude causality: $ex(s_i, s_j) = \text{true}$
6:  for all $s_i, s_j \in S, s_i \neq s_j$ do
7:    if $\neg ex(s_i, T), \neg ex(s_j, T)$, or $\neg ex(s_i, s_j)$ then
8:      if $\text{CondID}(s_i, T|s_j)$ then
9:        Exclude causality: $ex(s_i, T) = \text{true}$, and include $s_j$ into separators($s_i, T$)
10: If conditional independencies are symmetric, then select the strongest relation
11: for all $s_i, s_j \in S, i < j$ do
12:  if $\neg ex(s_i, T), \neg ex(s_j, T)$, or $\neg ex(s_i, s_j)$ then
13:    if $\text{CondID}(s_i, s_j|T)$ then
14:      Exclude causality: $ex(s_i, s_j) = \text{true}$, and include $T$ into separators$(s_i, s_j)$
15: for all $s_i, s_j, s_k \in S, i < j, i \neq k, j \neq k$ do
16:   if $\neg ex(s_i, s_j), \neg ex(s_j, s_k)$, or $\neg ex(s_i, s_k)$ then
17:     if $\text{CondID}(s_i, s_j|s_k)$ then
18:      Exclude causality: $ex(s_i, s_j) = \text{true}$, and include $s_k$ into separators$(s_i, s_j)$
19: Integrate direct causal links that are not conditionally excluded considering the sets $C$ and $B$
20: for all $s_i, s_j, s_k \in S$ do
21:  Apply the extended CCU rule, using background knowledge
22: for all $s_i, s_j, s_k \in S$ do
23:  Apply the extended CCC rule, using background knowledge
24: for all $s_i, s_j, s_k \in S \cup \{ T \}, i < j, i \neq k, j \neq k$ do
25: if $\neg \text{CondID}(s_i, s_j|s_k)$ then
26: Integrate association between dependent $s_i$ and $s_j$ that are not conditionally excluded

For the extended CCU rule we use background knowledge for inhibiting acausal directions, since the CCU rule can be disturbed by confounding and hidden variables. The causal or associative links do not necessarily indicate direct associations/causal links but can also point to relations enabled by hidden or confounding variables [10].

For the extended CCC rule, we can use the relations inferred by the extended CCU rule for disambiguating between the causal relations, if the CCU rule is applied in all possible ways: The non-separating condition (conditional dependence) of the relation identified by the CCU rule is not only a sufficient but a necessary condition [10], that is, considering $X \rightarrow Y \leftarrow Z$, with $\text{CondID}(X, Z|Y)$. Additionally, we can utilize background knowledge for distinguishing between the causal relations. So, for three variables $X, Y, Z$ with $D(X, Y), D(X, Z), D(Y, Z)$, and $\text{CondID}(X, Z|Y)$, if there exists an (inferred) causal link $X \rightarrow Y$ between $X$ and $Y$, we may identify the relation $X \rightarrow Y \rightarrow Z$ as the true relation. Otherwise, if $Y$ or $Z$ have no causes, then we select the respective relation, for example, $X \leftarrow Y \rightarrow Z$ for an acausal variable $Y$.  
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3.5 Identifying Confounded Relations

A popular method for controlling confounding factors is given by stratification [6]: For example, in the medical domain a typical confounding factor is the attribute age: We can stratify on age groups such as age < 30, age 30 − 69, and age ≥ 70. Then, the subgroup – target relations are measured within the different strata, and compared to the (crude) unstratified measure.

It is easy to see, that in the context of the presented approach stratification for a binary variables is equivalent to conditioning on them: If we assess a conditional subgroup – target relation and the subgroup factors become independent (or dependent), then this indicates potential confounding. After constructing a causal net, we can easily identify such relations.

In order to identify potentially confounded relations and the corresponding variables, as shown in Figure 3, and described below, we just need to traverse the network:

- **Potential Confounding**: If there is an association between two variables X and Y, and the network contains the relations C \( \rightarrow \) X, C \( \rightarrow \) Y, and there is no link between X and Y, that is, they are conditionally independent given C, then C is a confounder that inhibits the relation between X and Y. This is also true if there is no causal link between C and X but instead an association.

- **Potential Confounding/Effect Modification**: If the network contains the relations C \( \rightarrow \) X, C \( \rightarrow \) Y, and there is also either an association or a causal link between X and Y, then this points to confounding and possible effect modification of the relation between the variables X and Y.

- **Potential Collider (or Confounder)**: If there is no (unconditioned) association between two variables X and Y and the network contains the relations X \( \rightarrow \) C and Y \( \rightarrow \) C, then C is a potential collider: X and Y become dependent by conditioning on C. The variable C is then no confounder in the classical sense, if the (derived) causal relations are indeed true. However, such a relation as inferred by the CCU rule can itself be distorted by confounded and hidden variables. The causal directions could also be inverted, if the association between X and Y is just not strong enough as estimated by the statistical tests. In this case, C is a potential confounder. Therefore, manual inspection is crucial in order to detect the true causal relation.

---

**Fig. 3.** Examples for Confounded Relations

Since the causal directions derived by the extended CCC and CCU rules may be ambiguous, user interaction is crucial: In the medical domain, for example, it is often difficult to provide non-ambiguous directed relationships between certain variables: One disease can cause another disease and vice versa, under different circumstances. The network then also provides an intuitive visualization for the analysis.

In order to identify potentially confounded relations and the corresponding variables, as shown in Figure 3, and described below, we just need to traverse the network:
4 Examples

We applied a case base containing about 8600 cases taken from the SONOCONSULT system [13] – a medical documentation and consultation system for sonography. The system is in routine use in the DRK-hospital in Berlin/Köpenick, and the collected cases contain detailed descriptions of findings of the examination(s), together with the inferred diagnoses (binary attributes). The experiments were performed using the VIKAMINE system [14] implementing the presented approach.

In the following, we provide some (simplified) examples considering the diagnosis Gallstones=established as the target variable. After applying a subgroup discovery method, several subgroups were selected by the user in order to derive a causal subgroup network, and to check the relations w.r.t. possible confounders. These selected subgroups included, for example, the subgroup Fatty liver=probable or possible and the subgroup Liver cirrhosis=probable.

A first result is shown in Figure 4: In this network, the subgroup Liver cirrhosis=probable is confounded by the variable Age≥70. However, there is still an influence on the target variable considering the subgroup Liver cirrhosis=probable shown by the association between the subgroups. This first result indicates confounding and effect modification (the strengths of the association between the nodes is also visualized by the widths of the links). A more detailed result is shown in Figure 5: In this network another potential confounder, that is, Sex=female is included. Then, it becomes obvious, that both the subgroup Fatty liver=probable or possible and the subgroup Liver cirrhosis=probable are confounded by the variables Sex and Age, and the association (shown in Figure 4) between the subgroup Liver cirrhosis=probable and the target group is no longer present (In this example the removal of the gall-bladder was not considered which might have an additional effect concerning a medical interpretation).

It is easy to see that the generated causal subgroup network becomes harder to interpret, if many variables are included, and if the number of connections between the nodes increases. Therefore, we provide filters in order to exclude (non-causal) associations. The nodes and the edges of the network can also be color-coded in order to increase their interpretability: Based on the available background knowledge, causal subgroup nodes, and (confirmed) causal directions can be marked. Since the network is first traversed and the potentially confounded relations are reported to the user, the analysis can also be focused towards the respective variables, as a further filtering condition. The user can then analyze selected parts of the network in more detail.
5 Conclusion

In this paper, we have presented a causal subgroup analysis approach for the semi-automatic detection of confounding: Since there is no purely automatic test for confounding [9] the analysis itself depends on background knowledge for establishing an extended causal model/network of the domain. Then, the constructed network can be used to identify potential confounders. In a semi-automatic approach, the network and the potential confounded relations can then be evaluated and validated by the user. We have proposed a comprehensive process model for the presented approach. Furthermore, we have introduced the applicable background knowledge and we have discussed guidelines for its formalization. The benefit and applicability of the presented approach has been shown using examples of a real-world medical system.

In the future, we are planning to integrate an efficient approach for detecting confounding that is directly embedded in the subgroup discovery method with the presented causal methods. So far, we have developed a method for the detection of confounding that is integrated with the subgroup discovery process directly [15]. Combining both approaches, that is, the semi-automatic approach featuring the easily accessible graphical notation in the form of a causal network, and the automatic method for detecting confounding, will potentially increase the effectiveness of the analysis significantly.

Another interesting direction for future work is given by considering further background knowledge for causal analysis, for example, by reusing already formalized knowledge in existing ontologies. Also, the reuse of causal networks that have already been validated by the user and their integration in new evaluations is a promising step for further improvement.
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Abstract. Domain knowledge is a valuable resource for improving the quality of the results of data mining methods. In this paper, we present a methodological approach for providing domain knowledge in a declarative manner: We utilize a Prolog knowledge base with facts for the specification of properties of ontological concepts and rules for the derivation of further ad-hoc relations between these concepts. This enhances the documentation, extendability, and standardization of the applied knowledge. Furthermore, the presented approach also provides for potential automatic verification and improved maintenance options with respect to the used domain knowledge.

1 Introduction

Domain knowledge is a natural resource for knowledge-intensive data mining methods, e.g., [11, 15], and can be exploited for improving the quality of the data mining results significantly. Appropriate domain knowledge can increase the representational expressiveness and also focus the algorithm on the relevant patterns. Furthermore, for increasing the efficiency of the search method, the search space can often be constrained, e.g., [3, 5]. A prerequisite for the successful application and exploitation of domain knowledge is given by a concise description and specification of the domain knowledge. A concise specification also provides for better documentation, extendability, and standardization. Furthermore, maintenance issues and verification of the applied domain knowledge are also enhanced.

In this paper, we present a methodological approach using a declarative specification of domain knowledge. Our context is given by a descriptive data mining method: In contrast to predictive methods, that try to discover a global model for prediction purposes, we focus on methods that provide descriptive patterns for later inspection by the user. These patterns therefore need to be easy to comprehend and to interpret by the user. Thus, besides the objective quality of the patterns as rated by a quality function, such as support or confidence for association rules, e.g., [1], subjective measures are also rather important: The interestingness of the patterns is also affected by the representational expressiveness of the patterns, and by the focus of the pattern discovery method on the relevant concepts of the domain ontology. In this way, patterns (associations) containing irrelevant and non-interesting concepts can be suppressed in order to increase the overall interestingness of the set of the mined patterns.
Knowledge acquisition is often challenging and costly, a fact that is known as the so-called knowledge acquisition bottleneck. Thus, an important idea is to ease the knowledge acquisition by reusing existing domain knowledge, i.e., already formalized knowledge that is contained in existing ontologies or knowledge bases. Furthermore, we aim at simplifying the knowledge acquisition process itself by providing knowledge concepts that are easy to model and to comprehend. We propose high-level knowledge, such as properties of ontological objects for deriving simpler constraint knowledge that can be directly included in the data mining step, as discussed, e.g., in [3, 5]. Modeling such higher-level ontological knowledge, i.e., properties and relations between domain concepts, is often easier for the domain specialist, since it often corresponds to the mental model of the concrete domain.

For specifying the properties and relations of the concepts contained in the domain ontology, we utilize Prolog as a compact and versatile representation; thus, we obtain a suitable representation formalism for domain knowledge. Furthermore, we can automatically derive ad-hoc relations between ontological concepts using rules, and thus also provide a comprehensive overview and summary for the domain specialist. Then, the formalized rules can also be checked with respect to their consistency, i.e., the provided knowledge base and the derivation knowledge can be verified with respect to its semantic integrity.

Altogether, the Prolog rules and facts in the resulting knowledge base automatically serve as a specification and documentation of the domain knowledge that is easy to comprehend, to interpret and to extend by the domain specialist. In addition, new task-specific knowledge can be easily derived by extending and/or modifying the knowledge base. This can be done on several levels depending on the experience of the user: Either new knowledge (facts) can be formalized using the existing types of knowledge, simple rules defining new relations can be introduced, or advanced features can be directly implemented in Prolog. In this way, the declarative features of Prolog allow for a transparent knowledge integration and advancement.

The rest of the paper is organized as follows: We first briefly introduce the context of association rules for descriptive data mining in Section 2. After that, we summarize several types of domain knowledge in Section 3. Next, we describe how the ontological knowledge can be formalized and used for deriving ad-hoc relations, i.e., constraint knowledge in Section 4, and illustrate the approach with practical examples. A real-world case study showing the application of the described types of knowledge is described in Section 5. After that, Section 6 discusses a representation and transformation of the (derived) domain knowledge to XMI. Finally, we conclude the paper with a summary in Section 7, and we point out interesting directions for future work.

## 2 Discovering Association Rules using Domain Knowledge

In the context of this work, we consider descriptive data mining methods for discovering interesting association rules. Prominent approaches include subgroup discovery methods, e.g., [4, 13, 14, 17], and methods for learning association rules, e.g., [1, 9]. In the following sections we introduce association rules and subgroup patterns and show how the proposed types of domain knowledge are applied for descriptive data mining.
2.1 Association Rules and Subgroup Patterns

Subgroup patterns [5, 12], often provided by conjunctive rules, describe interesting properties of subgroups of cases, e.g., the subgroup of 16-25 year old men that own a sports car are more likely to pay high insurance rates than the people in the reference population. The main application areas of subgroup discovery [4, 13, 14, 17] are exploration and descriptive induction, to obtain an overview of the relations between a target variable and a set of explaining variables, where variables are attribute/value assignments.

The exemplary subgroup above is then described by the relation between the independent, explaining variables sex = male, age ≤ 25, and car = sports car, and the dependent, target variable insurance rate = high. The independent variables are modeled by selection expressions on sets of attribute values. A subgroup pattern is thus described by a subgroup description in relation to a specific target variable. In the context of this work we focus on binary target variables.

Let $\Omega_A$ be the set of all attributes. For each attribute $a \in \Omega_A$, a range $\text{dom}(a)$ of values is defined. An attribute/value assignment $a = v$, where $v \in \text{dom}(a)$, is called a feature. A single-relational propositional subgroup description is defined as a conjunction

$$sd = e_1 \land e_2 \land \cdots \land e_n$$

of selection expressions $e_i = (a_i \in V_i)$, for subsets $V_i \subseteq \text{dom}(a_i)$ of the range of attributes $a_i \in \Omega_A$. An association rule [1, 10] is of the form $sd_B \rightarrow sd_H$, where the rule body $sd_B$ and the rule head $sd_H$ are subgroup descriptions. E.g., for the insurance domain, we can consider an association rule showing a combination of potential risk factors for high insurance rates and accidents:

$$\text{sex} = \text{male} \land \text{age} \leq 25 \land \text{car} = \text{sports car} \rightarrow$$

$$\text{insurance rate} = \text{high} \land \text{accident rate} = \text{high}$$

Here, the selection expressions are written as features or comparisons specifying intervals. A subgroup pattern is a special association rule, namely a horn clause $sd \rightarrow e$, where $sd$ is a subgroup description and $e$ is a feature, called the target variable. For subgroup discovery, usually a fixed target variable is considered.

In general, the quality of an association rule is measured by its support and confidence, and the data mining process searches for association rules with arbitrary rule heads and bodies, e.g., using the apriori algorithm [1]. For subgroup patterns there exist various more refined quality measures [4, 13]; since an arbitrary quality function can be applied, the anti-monotonic support, which is used in association rule mining, cannot be utilized in the general case.

The applied quality function can also combine the difference of the confidence and the apriori probability of the rule head with the size of the subgroup. Since mining for interesting subgroup patterns is more complicated, usually a fixed, atomic rule head is given as input to the knowledge discovery process.
2.2 Application of Domain Knowledge for Descriptive Data Mining

In the context of this paper, we focus on pattern mining methods for discovering subgroup patterns. The knowledge classes described in Section 3 can be directly integrated in the respective pattern discovery step: While exclusion constraints restrict the search space by construction, aggregation constraints do not necessarily restrict it, since new values are introduced, but they help to find more understandable results. Also, combination constraints inhibit the examination of specified sets of concepts and can prune large, uninteresting areas of the search space. For increasing the representational expressiveness, modifications of the value range of an attribute can be utilized to infer values that are more meaningful for the user. E.g., in the medical domain different aggregated age groups could be considered.

In contrast to existing approaches, e.g., [15, 18] we focus on domain knowledge that can be easily declared in symbolic form. Furthermore, the presented approach features the ability of deriving simpler low-level knowledge (constraints) from high-level ontological knowledge. Altogether, the complete knowledge base can be intuitively declared, validated, and inspected by the user, as shown in the following sections.

In general, the search space considered by the data mining methods can be significantly reduced by shrinking the value ranges of the attributes. Furthermore, the search can often be focused if only meaningful values are taken into account. This usually depends on the considered ontological domain. In the examples below, we consider ordinality and normality information.

Ordinality Information. Let A be an ordinal attribute with an ordered value range

\[ \text{dom}(A) = \{ v_1, v_2, v_3, v_4, v_5, v_6, v_7 \}, \]

where \( v_1 < v_2 < \ldots < v_7 \). A could be the discretized attribute body weight with the following 7 values: massive underweight, strong underweight, underweight, normal weight, overweight, strong overweight, and massive overweight.

Ordinality information can be easily applied to derive a restricted domain of aggregated values, where each aggregated value is a meaningful subset of \( \text{dom}(A) \). The aggregated values could denote different weight groups. Applying ordinality information, we can consider only sub-intervals

\[ \langle v_i, v_j \rangle = \{ v_i, v_{i+1}, \ldots, v_j \} \]

of consecutive attribute values, where \( v_i \leq v_j \), since subsets with holes, such as \( \{ v_1, v_3 \} \), are irrelevant. Then we obtain only \( \binom{7}{2} + 7 = 28 \) intervals, instead of all possible \( 2^7 - 1 = 127 \) non-empty subsets:

\[ \{ v_1 \}, \langle v_1, v_2 \rangle, \langle v_1, v_3 \rangle, \ldots, \langle v_1, v_7 \rangle, \{ v_2 \}, \langle v_2, v_3 \rangle, \ldots, \langle v_2, v_7 \rangle, \ldots, \langle v_6, v_7 \rangle, \{ v_7 \}. \]

This already provides for a significant reduction of the search space, if it is applied for many attributes. However, the value range of attributes can be reduced even more using normality/abnormality information as shown below.
Combining Ordinality and Abnormality Information. In the medical domain we often know that a certain attribute value denotes the normal value; in our example the normal weight is \( v_4 \). This value is often not interesting for the analyst, who might focus on the abnormal value combinations. Combining normality and ordinality information, we need to consider only 10 subsets:

- below \( v_4 \): \{ \{ v_1 \} \}, \{ \{ v_1, v_2 \} \}, \{ \{ v_1, v_2, v_3 \} \}, \{ \{ v_2, v_3 \} \}, \{ v_3 \}, \{ v_5 \}, \{ v_5, v_6 \}, \{ v_5, v_6, v_7 \}, \{ v_6, v_7 \}, \{ v_7 \}.

Depending on the domain, we can reduce the set of values even further. If we are interested only in combinations including the most extreme values \( v_1 \) and \( v_7 \), which is typical in medicine, then we can further reduce to 6 meaningful subsets:

\{ \{ v_1 \} \}, \{ \{ v_1, v_2 \} \}, \{ \{ v_1, v_2, v_3 \} \}, \{ \{ v_5, v_6, v_7 \} \}, \{ v_6, v_7 \}, \{ v_7 \}.

As a variant, we could add one of the intervals \{ \{ v_1, v_2, v_3, v_4 \} \} or \{ \{ v_4, v_5, v_6, v_7 \} \} with the normal value \( v_4 \).

For the third case with 6 intervals, the savings of such a reduction of value combinations, which can be derived using ordinality, normality information and interestingness assumptions, are huge: If there are 10 ordinal attributes \( A \) with a normal value and with seven values each, then the size of the search space considering all possible combinations is reduced from \( 127^{10} \approx 10^{21} \) to \( 6^{10} \approx 6 \cdot 10^8 \).

3 Classes and Types of Domain Knowledge

The considered classes of domain knowledge include ontological knowledge and (derived) constraint knowledge, as a subset of the domain knowledge described in [3, 5]. Figure 1 shows the knowledge hierarchy, from the two knowledge classes to the specific types, and the objects they apply to. In the following, we first introduce ontological knowledge. After that, we discuss how constraint knowledge can be derived ad-hoc using ontological knowledge.

3.1 Ontological Knowledge

Ontological knowledge describes general (ad-hoc) properties of the ontological concepts and can be used to infer additional constraints, that can be considered as ad-hoc relations between the domain objects. The applied ontological knowledge, e.g., [5], consists of the following types that can be easily formalized as Prolog ground facts.

*Attribute weights* denote the relative importance of attributes, and are a common extension for knowledge-based systems [7]. E.g., in the car insurance domain we can state that the attribute *age* is more important than the attribute *car color*, since its assigned weight is higher:

```prolog
weight(age, 4).
weight(car_color, 1).
```
Abnormality/Normality information is usually easy to obtain for diagnostic domains. E.g., in the medical domain the set of normal attribute values contains the expected values, and the set of abnormal values contains the unexpected ones, where the latter are often more interesting for analysis. Each attribute value is attached with a label specifying a normal or an abnormal state. Normality information only requires a binary label. E.g., for the attribute temperature we could have

\[
\text{normal(temperature}=36.5-38)\).
\]

where the pair \(x-y\) denotes the right–open interval \([x, y)\). Abnormality information defines several categories. For the range

\[
dom(\text{temperature}) = \{ t_1, t_2, t_3, t_4, t_5 \},
\]

the value \(t_2 = '36.5-38'\) denotes the normal state, while the values \(t_1 = '< 36.5',\) \(t_3 = '38-39', t_4 = '39 - 40',\) and \(t_5 = '\geq 40'\) describe abnormal states. The category 5 indicates the maximum abnormality:

\[
\text{abnormality(temperature}=0-36.5, 2).
\]
\[
\text{abnormality(temperature}=36.5-38, 1).
\]
\[
\text{abnormality(temperature}=38-39, 3).
\]
\[
\text{abnormality(temperature}=39-40, 5).
\]
\[
\text{abnormality(temperature}=40-100, 5).
\]

Similarity information between attribute values is often applied in case-based reasoning: It specifies the relative similarity between the individual attribute values. For example, for a nominal attribute color with

\[
dom(\text{color}) = \{ \text{white, gray, black} \},
\]
we can state that the value white is more similar to gray than it is to black:

\[
\begin{align*}
\text{similarity(color=white, color=gray, 0.5).} \\
\text{similarity(color=white, color=black, 0).}
\end{align*}
\]

Here, the respective similarity value is \( s \in [0; 1] \).

*Ordinality information* specifies if the value range of a nominal attribute can be ordered. E.g., the qualitative attributes *age* and *car size* are ordinal, while *color* is not:

\[
\begin{align*}
\text{ordinal_attribute(age).} \\
\text{ordinal_attribute(car_size).}
\end{align*}
\]

*Partition class information* provides semantically distinct groups of attributes. These disjoint subsets usually correspond to certain problem areas of the application domain. E.g., in the medical domain such partitions are representing different organ systems like liver, kidney, pancreas, stomach, stomach, and intestine. For each organ system a list of attributes is given:

\[
\text{attribute_partition(inner_organs, [}
\begin{align*}
\text{[fatty_liver, liver_cirrhosis, ...],} \\
\text{[renal_failure, nephritis, ...], ... ]).
\end{align*}
\]

### 3.2 Constraint Knowledge

Constraint knowledge can be applied, e.g., for filtering patterns by their quality and for restricting the search space, as discussed below. We distinguish the following types of constraint knowledge, that can be explicitly provided as ground facts in Prolog. Further basic constraints can be derived automatically as discussed in Section 4.

*Exclusion constraints* for attributes or features are applied for filtering the domains of attributes and the feature space, respectively. The same applies for *inclusion constraints* for attributes or features, that explicitly state important values and attributes that should be included:

\[
\begin{align*}
\text{dsdk_constraint(exclude(attribute), car_color).} \\
\text{dsdk_constraint(include(attribute), age).} \\
\text{dsdk_constraint(exclude(feature), age=40-50).}
\end{align*}
\]
Value aggregation constraints can be specified in order to form abstracted disjunctions of attribute values, e.g., intervals for ordinal values. For example, for the attribute age with

$$\text{dom}(\text{age}) = \{ '<40', '40-50', '50-70', '\geq 70' \}$$

we can use the aggregated values '"50" (corresponding to the list [0-40, 40-50]) and '"70" (corresponding to the list [50-70, 70-100]). In general, aggregated values are not restricted to intervals, but can cover any combination of values.

\[
\text{dskd_constraint} (\text{aggregated_values}, \\
\text{age} = [ [0-40, 40-50], [50-70, 70-100] ]).
\]

Attribute combination constraints are applied for filtering/excluding certain combinations of attributes, e.g., if these are already known to the domain specialist.

\[
\begin{align*}
\text{dskd_constraint} & (\text{exclude(attribute_pair)}, \\
& [\text{car_color, car_size}]). \\
\text{dskd_constraint} & (\text{include(attribute_pair)}, \\
& [\text{age, car_size}]).
\end{align*}
\]

The data mining process should not compute association rules that contain one of the attributes of an excluded attribute pair in the body and the other attribute in the head.

4 Deriving Constraint Knowledge

Figure 2 shows how ontological knowledge can be used to derive further basic constraints.

Fig. 2. Deriving constraints using ontological knowledge
Below, we summarize how new constraints can be inferred using ontological knowledge, and show the corresponding Prolog rules for deriving the new constraints. The user can generate a summary of all facts derivable by the provided derivation rules for manual inspection by querying `dsdk_constraint(X,Y)` using backtracking.

### 4.1 Exclusion and Inclusion Constraints

We can construct attribute exclusion constraints using attribute weights to filter the set of relevant attributes by a weight threshold or by subsets of the weight space:

```
ldsk_constraint(exclude(attribute), A) :-
    weight(A, N), N =< 1.

ldsk_constraint(include(attribute), A) :-
    weight(A, N), N > 1.
```

We can apply rules for deriving constraints that can be specified by the user:

```
ldsk_constraint(include(attribute), A) :-
    weight(A, N), N >= 2,
    abnormality(A=_, 5).
```

Using abnormality/normality knowledge we can specify global exclusion constraints for the normal features, i.e. the features whose abnormality is at most 1 (the lowest category 0 denotes the don’t care value, while the category 1 explicitly indicates a normal value):

```
ldsk_constraint(exclude(feature), A=V) :-
    abnormality(A=V, N), N =< 1.
```

Partition class information can be used to infer attribute combination constraints in order to exclude pairs of individual attributes that are contained in separate partition classes. Alternatively, inverse constraints can also be derived, e.g., to specifically investigate inter-organ relations in the medical domain.

```
ldsk_constraint(exclude(attribute_pair), [A, B]) :-
    attribute_partition(_, P),
    member(As, P), member(Bs, P), As \= Bs,
    member(A, As), member(B, Bs).
```

Finally, we can use a generic Prolog rule for detecting conflicts w.r.t. these rules and the derived knowledge (automatic consistency check):

```
ldsk_constraint(error(include_exclude(X), Y) :-
    dsdk_constraint(include(X), Y),
    dsdk_constraint(exclude(X), Y).
```
4.2 Aggregation Constraints

Aggregation w.r.t. Abnormality. Using similarity or abnormality/normality information we can filter and model the value ranges of attributes. Global abnormality groups can be defined by aggregating values with the same abnormality:

```
d sdk_constraint(aggregated_values, A=Values) :-
    attribute(A),
    findall( Vs, abnormality_aggregate(A=Vs), Values ).
```

For a given attribute \( A \), the helper predicate `abnormality_aggregate/2` computes the set \( Vs \) (without duplicates) of all values \( V \) which have the same abnormality \( N \) (i.e., the call `abnormality(A=V,N)` succeeds); this grouping is done using the Prolog meta-predicate `setof/3`. For example, for the attribute `temperature` we get 4 groups:

```
?- dsdk_constraint(aggregated_values, temperature=Values).
Values = [ [0-36.5], [36.5-38], [38-39], [39-40, 40-100] ]
Yes
```

Aggregation w.r.t. Similarity. Also, if the similarity between two attribute values is very high, then they can potentially be analyzed as an aggregated value; this will form a disjunctive selection expression on the value range of the attribute. For example, in the medical domain similar attribute values such as `probable` and `possible` (with different abnormality degrees) can often be aggregated.

The following predicate finds the list \( Values \) of all sublists \( Ws \) of the domain \( Vs \) of an attribute \( A \), such that the values in \( Ws \) are similar in the following sense: if \( Ws = [w_1,w_2,\ldots,w_n] \), then `similarity(A = w_i, A = w_{i+1}, s_i)` must be given, and it must hold \( \Pi_{i=1}^{n-1} s_i \geq 0.5 \):

```
d sdk_constraint(aggregated_values, A=Values) :-
    ordinal_attribute(A),
    aggregate_attribute(A),
    domain(A, Vs),
    findall( Ws, similar_sub_sequence(A, 0.5, Vs, Ws), Values ).
```
Ordinality information can be easily used to construct aggregated values, which are often more meaningful for the domain specialist.

- We can consider all adjacent combinations of attribute values, or all ascending/descending combinations starting with the minimum or maximum value, respectively.
- Whenever abnormality information is available, we can partition the value range by the given normal value and only start with the most extreme value.

For example, for the ordinal attribute `liver size` with the values

1: smaller than normal,
2: normal,
3: marginally increased,
4: slightly increased,
5: moderately increased,
6: highly increased,

we partition by the normal value 2, and we obtain the following aggregated values:

\[ [1], [3, 4, 5, 6], [4, 5, 6], [5, 6], [6] \]

Given the domain `Vs` of an ordinal attribute `A`, that should be aggregated:

- If the normal value `v` for `A` is given, and `Vs = [v_1, \ldots, v_{n-1}, v, v_{n+1}, \ldots, v_m]`, then all starting sequences `Ws = [v_1, v_2, \ldots, v_i]`, where `1 \leq i \leq n-1`, for the sub-domain `Vs1 = [v_1, \ldots, v_{n-1}]` of all values below `v` and all ending sequences `Ws = [v_i, \ldots, v_m]`, where `n + 1 \leq i \leq m`, for the sub-domain `Vs2 = [v_{n+1}, \ldots, v_m]` of all values above `v` are constructed by backtracking.
- If the normal value for `A` is not given, then all starting (ending) sequences for the full domain `Vs` are constructed.

```prolog
dsdk_constraint(aggregated_values, A=Values) :-
   ordinal_attribute(A),
   aggregate_attribute(A),
   domain(A, Vs),
   dsdk_split_for_aggregation(A, Vs, Vs1, Vs2),
   findall( Ws,
      ( starting_sequence(Vs1, Ws) ; ending_sequence(Vs2, Ws) ),
      Values ).

dsdk_split_for_aggregation(A, Vs, Vs1, Vs2),
   ( normal(A=V),
      append(Vs1, [V|Vs2], Vs)
    ; \+ normal(A=_),
      Vs1 = Vs, Vs2 = Vs )
```

This type of aggregation constraints using Prolog meta-predicates usually has to be implemented by Prolog experts.
5 Case Study

In this section we describe a case study for the application of the domain knowledge, especially focusing on improving the interestingness of the discovered results. We use cases taken from the SONOCONSULT system [8] – a medical documentation and consultation system for sonography. The system is in routine use in the DRK hospital in Berlin/Köpenick and in the University Hospital in Würzburg, and it documents an average of about 300 cases per month in each clinic. The domain ontology of SONOCONSULT contains about 550 attributes, each having about 5 symbolic values on average, and 221 diagnoses. This indicates the potentially huge search space for subgroup discovery.

For subgroup discovery, we utilized the VIKAMINE system (Visual, Interactive and Knowledge-Intensive Analysis and Mining Environment) for knowledge intensive subgroup mining (http://vikamine.sourceforge.net). First, subgroup discovery was performed only using basic attributes and general background knowledge. The users applied attribute weights for feature subset selection. The subgroup discovery algorithm returned many significant subgroups, that supported the validity of the subgroup discovery techniques. However, the results at this stage were not really novel, since they indicated mostly already known dependencies, e.g., the relation between relative body weight and body mass index.

In the next stage, the expert decided to define new attributes, i.e., abstracted attributes which described interesting concepts for analysis. The expert provided 45 derived attributes, that consist of symptom interpretations directly indicating a diagnosis and intermediate concepts which are used in clinical practice, such as pleura-effusion, portal hypertension, or pathological gallbladder status. Furthermore, constraints were formalized, that exclude certain pairs of attributes to restrict the search space. Some examples are depicted in Table 1, where the dependent and independent variables are directly related to each other.

<table>
<thead>
<tr>
<th>Target Variable</th>
<th>Independent Variable</th>
</tr>
</thead>
<tbody>
<tr>
<td>chronic pancreatitis</td>
<td>pancreas disease</td>
</tr>
<tr>
<td>pancreas disease</td>
<td>carcinoma of the pancreas</td>
</tr>
<tr>
<td>body mass index</td>
<td>relative body weight</td>
</tr>
</tbody>
</table>

Table 1. Examples of known/uninteresting relations

Thus, these pairs were excluded:

dsdk_constraint(exclude(attribute_pair), [A, B]) :-
    member([A, B], [ ['chronic pancreatitis', 'pancreas disease'],
                     ['pancreas disease', 'carcinoma of the pancreas'],
                     ['body mass index', 'relative body weight'] ]).
The impact of the added background knowledge was proven by a greater acceptance of the subgroup discovery results by the expert. However, still too many subgroups were not interesting for the expert, because too many normal values were included in the results, e.g., liver size = normal, or fatty liver = unlikely. This motivated the application of abnormality information to constrain the value space to the set of abnormal values of the attributes. Additionally, the expert suggested to group sets of values into disjunctive value sets defined by abnormality groups, e.g., grouping the values probable and possible for some attributes. Furthermore, ordinality information was applied to construct grouped values of ordinal attributes like age or liver size.

As described in Section 4.1, we can infer global exclusion constraints for the normal values and the don’t care values:

\[
\text{abnormality('liver size'=V, N) :-}
\text{member([V, N], [[normal, 1], [small, 2], [large, 3], [extra_large, 5]]).}
\]

\[
\text{weight('liver size'=3).}
\]

? - dsdk_constraint(include(attribute), A).
A = 'liver size'
Yes
A = 'liver size', V = normal
Yes

The results indicate, that the discussed background knowledge can significantly increase the interestingness of the results, while also pruning the search space, and focusing the discovery process on the interesting patterns. Some examples of clinically interesting subgroup patterns are the following:

\[
\text{fatty liver = probable } \rightarrow \text{pancreatitis = probable,}
\text{liver size = marginally increased } \rightarrow \text{fatty liver = probable,}
\text{aorto sclerosis = not calcified } \rightarrow \text{fatty liver = probable,}
\text{liver size = marginally increased } \land
\text{aorto sclerosis = not calcified } \rightarrow \text{fatty liver = probable.}
\]

According to the clinicians, the obtained patterns were of significantly higher quality concerning both their interpretability and their interestingness after the domain knowledge had been utilized.

6 XML Representation of the Knowledge

We can also formalize the factual ontological and constraint knowledge in XML – as a standard data representation and exchange format – and transform it to Prolog facts using the XML query and transformation language FnQuery, cf. [16]. FnQuery has been implemented in Prolog and is fully interleaved with the reasoning process of Prolog.
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For example, we are using the following XML format for representing constraint knowledge about attributes and classes of attributes:

```xml
<attribute name="temperature" id="a1" weight="2"
   normal="t2" ordinal="yes" aggregate="yes">
   <domain>
      <value id="t1">&lt;36.5</value>
      <value id="t2">36.5-38</value>
      <value id="t3">38-39</value>
      <value id="t4">&gt;39</value>
   </domain>
   <similarity value="0.2" val1="t3" val2="t4"/>
</attribute>

<attribute name="fatty_liver" id="io1" ...
<attribute name="liver_cirrhosis" id="io2" ...
<attribute name="renal_failure" id="io3" ...
<attribute name="nephritis" id="io4" ...

<class name="inner_organs">
   <attribute_partition>
      <attributes>
         <attribute id="io1"/>
         <attribute id="io2"/>
      </attributes>
      <attributes>
         <attribute id="io3"/>
         <attribute id="io4"/>
      </attributes>
   </attribute_partition>
</class>
```

The derived Prolog facts can be transformed to XML using FnQuery. Then, using the Field Notation Grammars of FnQuery we can generate HTML reports from XML for an intuitive assessment of the (derived) knowledge by the user. Of course, by transforming the XML data we can also provide other specialized output formats, which can, e.g., be used for the integration with other tools.

In addition to such a simple data export of the formalized knowledge, FnQuery also facilitates the functionality for advanced output formats that can then be used for a round-trip engineering of the modeled relations. In this way, an initial knowledge base can either be created using Prolog facts/rules, which are then exported to XML, edited by users using specialized tools, and can be reimported later. This can also be achieved starting with an imported knowledge base, which is then refined using the declarative functionality of Prolog.
7 Conclusions

In this paper, we have presented an approach for the declarative specification of domain knowledge for descriptive data mining. The respective knowledge classes and types can be comprehensively declared, validated, and inspected by the user. The different types of knowledge can be directly integrated in the pattern discovery step of the mining process: using the domain knowledge, the search space can be significantly pruned, uninteresting results can be excluded, and both the representational expressiveness of the ontological objects and the quality of the generated results can be increased.

The structured ontological domain knowledge and the rules for deriving constraint knowledge can be represented nicely in Prolog term structures using function symbols; the factual part of the knowledge can also be represented in XML. For reasoning we make essential use of the following features of Prolog: backtracking, meta-predicates (such as findall, setof, etc.), ease of symbolic computations for term structures. Thus, other declarative languages, such as answer set programming [6], could not be used. Moreover, using the XML query and transformation language FmQuery, we can provide a standard input/output format for high-level domain knowledge, that can be explicitly specified or derived.

We can imagine three kinds of users of the presented approach, depending on their level of experience with the system and/or the presented types of knowledge: Unexperienced users just use the tool as a black box, possibly supported by a (simple) graphical user interface. For these users, the knowledge needs to be pre-formalized by a domain specialist or knowledge engineer. Experienced users can also enter factual knowledge, usually directly as Prolog facts, but also formalized in XML, or supported by specialized (graphical) knowledge acquisition tools. Expert users can program further rules and flexibly extend the system for inferring (specialized) constraints in Prolog. We would assume, that for most applications the biggest portion of the domain knowledge can be formalized by unexperienced or experienced users. Prolog experts are mostly necessary for developing frameworks, that can then be filled in by less experienced users.

In the future, we plan to extend the applicable set of domain knowledge by further knowledge elements. Modeling and integrating causal relations [2], for example, is an interesting direction for integrating further important background knowledge. In addition, developing advanced graphical tools supporting inexperienced users is a worthwhile direction for further increasing the overall applicability. Since the factual knowledge can either be represented in XML or in Prolog, appropriate integration, extension, transformation and presentation of the (derived) knowledge is usually easy to accomplish for (external) tools. Another interesting direction for future work is given by an incremental approach for integrating ontological knowledge bases with the obtained data mining results (patterns). The knowledge bases could be extended in a boot-strapping manner, for example, or they could be validated using the discovered patterns.
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Abstract Albeit temporal reasoning and modularity are very prolific fields of research in Logic Programming (LP) we find few examples of their integration. Moreover, in those examples, time and modularity are considered orthogonal to each other. In this paper we propose the addition of temporal annotations to a modular extension of LP such that the usage of a module is influenced by temporal conditions. Besides illustrative examples we also provide an operational semantics together with a compiler, allowing this way for the development of applications based on such language.

1 Introduction

The importance of representing and reasoning about temporal information is well known not only in the database community but also in the artificial intelligence one. In the past decades the volume of temporal data has grown enormously, making modularity a requisite for any language suitable for developing applications for such domains. One expected approach in devising a language with modularity and temporal reasoning is to consider that these characteristics co-exist without any direct relationship (see for instance the language MuTACLP [BMRT02] or [NA06]). Nevertheless we can also conceive a scenario where modularity and time are more integrated, for instance where the usage of a module is influenced by temporal conditions. In this paper we follow the later approach in defining a temporal extensions to a language called Contextual Logic Programming (CxLP) [MP93]. This language is a simple and powerful extension of logic programming with mechanisms for modularity. Recent work not only presented a revised specification of CxLP together with a new implementation for it but also explained how this language could be seen as a shift into the Object-Oriented Programming paradigm [AD03]. Finally, CxLP structure is very suitable for integrating with temporal reasoning since its quite straightforward to add the notion of time of the context and let that time help to decide if a certain module is eligible or not to solve a goal.

For temporal representation and reasoning we choose Temporal Annotated Constraint Logic Programming (TACLP) [Frü94,Frü96] since this language supports qualitative and quantitative (metric) temporal reasoning involving both time points and time periods (time intervals) and their duration. Moreover, it allows one to represent definite, indefinite and periodical temporal information.
The remainder of this article is structured as follows. In Sects. 2 and 3 we briefly overview CxLP and TACLP, respectively. Section 4 presents the temporal extension of CxLP and Sect. 5 relates it with other languages. Conclusions and proposals for future work follows.

2 An Overview of Contextual Logic Programming

For this overview we assume that the reader is familiar with the basic notions of Logic Programming. Contextual Logic Programming (CxLP) [MP93] is a simple yet powerful language that extends logic programming with mechanisms for modularity. In CxLP a finite set of Horn clauses with a given name is designated by \textit{unit}. Using the syntax of GNU Prolog/CX (recent implementation for CxLP [AD03]) consider a unit named \texttt{employee} to represent some basic facts about university employees, using \texttt{ta} and \texttt{ap} as an abbreviation of teaching assistant and associate professor, respectively:

\begin{verbatim}
:-unit(employee(NAME, POSITION)).

item :- employee(NAME, POSITION).
employee(bill, ta).
employee(joe, ap).

name(NAME).
position(POSITION).
\end{verbatim}

The main difference between the example above and a plain logic program is the first line that declares the unit name (\texttt{employee}) along with the unit arguments (\texttt{NAME, POSITION}). Unit arguments help avoid the annoying proliferation of predicate arguments, which occur whenever a global structure needs to be passed around. A unit argument can be interpreted as a “unit global” variable, i.e. one which is shared by all clauses defined in the unit. Therefore, as soon as a unit argument gets instantiated, all the occurrences of that variable in the unit are replaced accordingly.

Suppose also that each employee’s position has an associated integer that will be used to calculate the salary. Such relation can be easily expressed by the following unit \texttt{index}:

\begin{verbatim}
:- unit(index(POSITION, INDEX)).

item :-
   index(POSITION, INDEX).

index(ta, 12).
index(ap, 20).

index(INDEX).
position(POSITION).
\end{verbatim}
A set of units is designated as a *contextual logic program*. With the units above we can build the program \( P = \{\text{employee, index}\} \).

Given that in the same program we can have two or more units with the same name but different arities, to be more precise besides the unit name we should also refer its arity i.e. the number of arguments. Nevertheless, since most of the times there is no ambiguity, we omit the arity of the units. If we consider that *employee* and *index* designate sets of clauses, then the resulting program is given by the union of these sets.

For a given CxLP program, we can impose an order on its units, leading to the notion of *context*. Contexts are implemented as lists of unit designators and each computation has a notion of its *current context*. The program denoted by a particular context is the union of the predicates that are defined in each unit. Moreover, we resort to the *override semantics* to deal with multiple occurrences of a given predicate: only the topmost definition is visible.

To construct contexts, we have the *context extension* operation denoted by \( :> \). The goal \( U :> G \) extends the *current context* with unit \( U \) and resolves goal \( G \) in the new context. For instance to obtain Bill’s position we could do:

\[
\text{| ?- employee(bill, P) :> item}
\]

\[
P = \text{ta}
\]

In this query we extend the initial empty context \([\,]\) \(^1\) with unit *employee* obtaining context \([\text{employee(bill, P)}]\) and then resolve query *item*. This leads to \( P \) being instantiated with *ta*.

Suppose also that the employee’s salary is obtained by multiplying the index of its position by the base salary. To implement this rule consider the unit *salary*:

\[
\begin{align*}
\text{:-(unit(salary(SALARY)).)} & \\
\text{item :-} & \\
& \text{position(P),} \\
& \text{[index(P, I)] :< item,} \\
& \text{base_salary(B),} \\
& \text{SALARY is I*B.}
\end{align*}
\]

base_salary(100).

The unit above introduces a new operator denoted by \( :< \) and called *context switch* such that goal \([\text{index(P, I)}] :< \text{item}\) can be described as invoking *item* in the context \([\text{index(P, I)}]\). To better grasp the definition of this unit let us consider another goal:

\[
\text{| ?- employee(bill, P) :> (item, salary(S) :> item).}
\]

\(^1\) In the GNU Prolog/CX implementation the empty context contains all the standard Prolog predicates such as \(=/2\).
Since we already explained the beginning of this goal, let’s see the remaining part. After salary/1 being added, we are left with the context [salary(S), employee(bill, ta)]. The second item is evaluated and the first matching definition is found in unit salary. Goal position(P) is called and since there is no rule for this goal in the current unit (salary), a search in the context is performed. Since employee is the topmost unit that has a rule for position(P), this goal is resolved in the (reduced) context [employee(bill, ta)]. In an informal way, we queried the context for the position of whom we want to calculate the salary, obtaining ta. Next, we query the index corresponding to such position, i.e. [index(ta, I) :< item]. Finally, to calculate the salary, we just need to multiply the index by the base salary, obtaining as final context [salary(1200), employee(bill, ta)] and the answer S = 1200 and P = ta.

3 Temporal Annotated Constraint Logic Programming

This section presents a brief overview of Temporal Annotated Constraint Logic Programming (TACLP) that follows closely Sect. 2 of [RF00]. For a more detailed explanation of TACLP see for instance [Frü96].

We consider the subset of TACLP where time points are totally ordered, sets of time points are convex and non-empty, and only atomic formulae can be annotated. Moreover clauses are free of negation.

Time can be discrete or dense. Time points are totally ordered by the relation ≤. We call the set of time points $D$ and suppose that a set of operations (such as the binary operations $+$, $-$) to manage such points is associated with it. We assume that the time-line is left-bounded by the number 0 and open the future ($\infty$). A time period is an interval $[r, s]$ with $0 \leq r \leq s \leq \infty$, $r \in D$, $s \in D$ and represents the convex, non-empty set of time points $\{t \mid r \leq t \leq s\}$. Therefore the interval $[0, \infty]$ denotes the whole time line.

Definition 1 (Annotated Formula). An annotated formula is of the form $A\alpha$ where $A$ is an atomic formula and $\alpha$ an annotation. Let $t$ be a time point and $I$ be a time period:

(at) The annotated formula $A \text{ at } t$ means that $A$ holds at time point $t$.

(th) The annotated formula $A \text{ th } I$ means that $A$ holds throughout $I$, i.e. at every time point in the period $I$.

A th-annotated formula can be defined in terms of at as: $A \text{ th } I \Leftrightarrow \forall t (t \in I \rightarrow A \text{ at } t)$

(in) The annotated formula $A \text{ in } I$ means that $A$ holds at some time point(s) in the time period $I$, but there is no knowledge when exactly. The in annotation accounts for indefinite temporal information.

A in-annotated formula can also be defined in terms of at: $A \text{ in } I \Leftrightarrow \exists t (t \in I \wedge A \text{ at } t)$.

The set of annotations is endowed with a partial order relation $\sqsubseteq$ which turns into a lattice. Given two annotations $\alpha$ and $\beta$, the intuition is that $\alpha \sqsubseteq \beta$ if $\alpha$ is “less informative” than $\beta$ in the sense that for all formulae $A$, $A\beta \Rightarrow A\alpha$. 
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In addition to Modus Ponens, TACLP has the following two inference rules:

\[
\frac{A \alpha \gamma \sqsubseteq \alpha}{A \gamma} \quad \text{rule (\sqsubseteq)} \quad \frac{A \alpha A \beta \gamma = \alpha \sqcup \beta}{A \gamma} \quad \text{rule (\sqcup)}
\]

The rule (\sqsubseteq) states that if a formula holds with some annotation, then it also holds with all annotations that are smaller according to the lattice ordering. The rule (\sqcup) says that if a formula holds with some annotation and the same formula holds with another annotation then it holds in the least upper bound of the annotations. Assuming \( r_1 \leq s_1, s_1 \leq s_2 \) and \( s_2 \leq r_2 \), we can summarise the axioms for the lattice operation (\sqsubseteq) by:

\[
in[r_1, r_2] \sqsubseteq in[s_1, s_2] \sqsubseteq in[s_1, s_1] = at s_1 = th[s_1, s_1] \sqsubseteq th[s_1, s_2] \sqsubseteq th[r_1, r_2]
\]

The axioms of the least upper bound (\sqcup) can be restricted to \(^2\):

\[
th[s_1, s_2] \sqcup th[r_1, r_2] = th[s_1, r_2] \iff s_1 < r_1, r_1 \leq s_2, s_2 < r_2
\]

A TACLP program is a finite set of TACLP clauses. A TACLP clause is a formula of the form \( A \alpha \leftarrow C_1, \ldots, C_n, B_1\alpha_1, \ldots, B_m\alpha_m \) (\( m, n \geq 0 \)) where \( A \) is an atom, \( \alpha \) and \( \alpha_i \) are optional temporal annotations, the \( C_j \)'s are the constraints and the \( B_i \)'s are the atomic formulae. Moreover, besides an interpreter for TACLP clauses there is also a compiler that translates them into its CLP form.

### 4 Temporal Annotations and Contextual Logic Programming

One expected approach in devising a language with modularity and temporal reasoning is to consider that these two characteristics co-exist without any direct relationship. That was the approach followed in [NA06]. Nevertheless we can also conceive a scenario where those concepts are more integrated or more related. In here we take the interaction between modularity and time to that next level by considering that the usage of module is influenced by temporal conditions.

Contextual Logic Programming structure is very suitable for integrating with temporal reasoning since as we will see it is quite straightforward to add the notion of time of the context and let that time help deciding if a certain module is eligible or not to solve a goal.

#### 4.1 Language of TCxLP

The basic mechanism of CxLP is called context search and can be described as follows: to solve a goal \( G \) in a context \( C \), a search is performed until the topmost unit of \( C \) that contains clauses for the predicate of \( G \) is found. We propose to incorporate temporal reasoning into this mechanism. To accomplish this we add

\(^2\) The least upper bound only has to be computed for overlapping th annotations.
temporal annotations not only to the dynamic part of CxLP (contexts) but also to the static one (units) and it will be the relation between those two types of annotations that will help to decide if a given unit is eligible to match a goal during a context search.

Annotating Units Considering the initial unit definition (i.e. without parameters), adding temporal annotations to these units could be done simply by annotating the unit name. Using GNU Prolog/CX syntax, an annotated unit could be defined as:

```
:- unit(foo) th [1,4].
```

Nevertheless, units with arguments allow for a refinement of the temporal qualification, i.e. we can have several qualifications, one for each possible argument instantiation. As an illustration consider the following example:

*Example 1. Temporal annotated unit bar/1*

```
:- unit(bar(X)).
bar(a) th [1,2].
bar(b) th [3,4].
```

where the annotated facts state that unit `bar` with its argument instantiated to `a` has the annotation `th [1,2]` and with its argument instantiated to `b` has the annotation `th [3,4]`, respectively. Moreover, it should be clear that this way it is still possible to annotate the unit most general descriptor, such as ³:

```
:- unit(foo(X)).
foo(_) th [1,4].
```

Therefore we propose to temporal annotate the unit descriptors and those annotated facts are designated as the unit *temporal conditions*.

Temporal Annotated Contexts The addition of time to a context is rather simple and intuitive: instead of a sequence of unit descriptors `C` we now have a temporally annotated sequence of units descriptors `Cα`. This annotation `α` is called the *time of the context* and by default contexts are implicitly annotated with the current time.

Moreover, remembering that in GNU Prolog/CX context are implemented as lists of units descriptors such as `[u1(X), u2(Y,Z)]`, a temporal annotated context can be for instance `[u1(X), u2(Y,Z)] th [1,4].`

Relating Temporal Contexts with Temporal Units Although the relation between temporal annotated contexts and units will be made precise when we present the semantics (sect. 4.2), in this section we illustrate what we mean by “it will be the relation between those two types of annotations (context and units) that will help to decide if a given unit is eligible to match a goal during a context search”.

³ Please keep in mind that unit `foo/1` is different from the previous unit `foo/0`.
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Contexts for a Simple Temporal Unit  Consider the unit bar/1 of example 1. Roughly speaking, this unit will be eligible to match a goal in a context like [...] bar(a), [...] in [1,4] if it is true bar(a) in [1,4].

Since one of the unit temporal conditions is bar(a) th [1,2] and we know that in[1,4] \sqsubseteq th[1,2], then by inference rule (\sqsubseteq) one can derive bar(a) in [1,4]. In a similar way we say that this unit its not eligible in the context [...] bar(b), [...] th [3,6] (remember that th[3,6] \not\sqsubseteq th[3,4]).

Conversely, suppose that unit bar/1 has some definition for the predicate of an atomic goal G, then in order to use such definition in a goal like [bar(X), ...] in [1,4] :< G besides the instantiations for the variables of G, one also obtains X = a or X = b.

University Employees  Revisiting the employee example of sect. 2, unit employee with temporal information can be written as:

```
:- unit(employee(NAME, POSITION)).

item.

employee(bill, ta) th [2004, inf].
employee(joe, ta) th [2002, 2006].
employee(joe, ap) th [2007, inf].

name(NAME).
position(POSITION).
```

This way it is possible to represent the history of the employees positions: bill was a teaching assistant (ta) between 2002 and 2006. The same person is a associate professor (ap) since 2007. Moreover, in this case the rule for predicate item/0 doesn’t need to be item :- employee(NAME, POSITION) because the goal item is true only if the unit is (temporally) eligible, and for that to happen the unit arguments must be instantiated. To better understand, consider the goal that queries joe’s position throughout [2005,2006]

```
```

the evaluation of item is true as long as the unit is eligible in the current context, and this is true if P is instantiated with ta (teaching assistant), therefore we get the answer P = ta.

In a similar way we can define a temporal version of unit index/2 as:

```
:- unit(index(POSITION, INDEX)).

item.

index(ta, 10) th [2000, 2005].
index(ta, 12) th [2006, inf].
index(ap, 19) th [2000, 2005].
```
index(ap, 20) th [2006, inf].

position(POSITION).
index(INDEX).

to express the index raises of each position. Unit salary can be defined as:

```prolog
:- unit(salary(SALARY)).
item :-
  position(P),
  index(P, I) :- item,
  base_salary(B),
  SALARY is B*I.
```

base_salary(100).

There is no need to annotate the goals position(P) or index(P, I) :- item since they are evaluated in a context with the same temporal annotation.

To find out joe’s salary in 2005 we can do:

```prolog
| ?-[salary(S), employee(joe, P)] at 2005 :- item.
  P = ta
  S = 1000
```

Since salary is the topmost unit that defines a rule for item/0, the body of the rule for such predicate is evaluated. In order to use the unit employee(joe, P) to solve position(P), such unit must satisfy the temporal conditions (at 2005), that in this case stands for instantiating P with ta, therefore we obtain position(ta). A similar reasoning applies for goal index(ta, I) :- item, i.e. this item is resolved in context [index(ta, 10), salary(S), employee(joe, ta)] at 2005. The remainder of the rule body is straightforward, leading to the answer P = ta and S = 1000.

### 4.2 Operational Semantics

In this section we assume the following notation: C, C' for contexts, u for unit, θ, σ, φ, ε for substitutions, α, β, γ for temporal annotations and ∅, G for non-annotated goals.

We also assume a prior computation of the least upper bound for the units th annotations. This procedure is rather straightforward and can be describe as: if A th I and B th J are in a unit u, such that I and J overlap, then remove those facts from u and insert A th(I ∪ J). This procedure stops when there are no more facts in that conditions. Moreover, the termination is guaranteed because at each step we decrease the size of a finite set, the set of th annotated facts.

Null goal
The null goal is derivable in any temporal annotated context, with the empty substitution $\epsilon$ as result.

**Conjunction of goals**

\[
C\alpha \vdash G_1[\theta] \quad C\alpha \vdash G_2[\sigma]
\]

\[
C\alpha \vdash G_1, G_2[\theta\sigma | vars(G_1, G_2)]
\]

To derive the conjunction derive one conjunct first, and then the other in the same context with the given substitutions. Since $C$ may contain variables in unit designators or temporal terms that may be bound by the substitution $\theta$ obtained from the derivation of $G_1$, we have that $\theta$ must also be applied to $C\alpha$ in order to obtain the updated context in which to derive $G_2\theta$.

**Context inquiry**

\[
C\alpha \vdash \begin{cases} \theta = \text{mgu}(C, C') \\ \beta \sqsubseteq \alpha \end{cases}
\]

In order to make the context switch operation (4) useful, there needs to be an operation which fetches the context. This rule recovers the current context $C$ as a term and unifies it with term $C'$, so that it may be used elsewhere in the program. Moreover, the annotation $\beta$ must be less (or equal) informative than the annotation $\alpha$ ($\beta \sqsubseteq \alpha$).

**Context switch**

\[
C'\beta \vdash G[\theta]
\]

\[
C\alpha \vdash C'\beta :< G[\theta]
\]

The purpose of this rule is to allow execution of a goal in an arbitrary temporal annotated context, independently of the current annotated context. This rule causes goal $G$ to be executed in context $C'\beta$.

**Reduction**

\[
(uC\alpha) \theta\sigma \vdash B\theta\sigma[\varphi]
\]

\[
uC \alpha \vdash G[\theta\sigma \varphi | vars(G)]
\]

\[
\begin{cases} \theta = \text{mgu}(G, H) \\ (u\theta\sigma) \beta \in u \\ \alpha \sqsubseteq \beta \end{cases}
\]

This rule expresses the influence of temporal reasoning on context search. In an informal way we can say that when a goal ($G$) has a definition ($H \leftarrow B \in u$ and $\theta = \text{mgu}(G, H)$) in the topmost unit ($u$) of the annotated context ($uC\alpha$),
and such unit satisfies the temporal conditions, to derive the goal we must call the body of the matching clause, after unification. The verification of the temporal conditions stands for checking if there is a unit temporal annotation \( ((u \theta \sigma) \beta \in u) \) that is “more informative” than the annotation of the context \( (\alpha \sqsubseteq \beta) \), i.e. if \( (u \theta \sigma) \alpha \) is true.

### Context traversal:

\[
\begin{align*}
C\alpha & \vdash G[\theta] \quad \{ \text{pred}(G) \not\in \overline{u} \} \\
uC\alpha & \vdash G[\theta]
\end{align*}
\]  

(6)

When none of the previous rules applies and the predicate of \( G \) isn’t defined in the predicates of \( u (\overline{u}) \), remove the top element of the context, i.e. resolve goal \( G \) in the supercontext.

### Application of the rules

It is almost direct to verify that the inference rules are mutually exclusive, leading to the fact that given a derivation tuple \( C\alpha \vdash G[\theta] \) only one rule can be applied.

### 4.3 Compiler

The compiler for this language can be obtained by combining a program transformation with the compiler for TACL [Fri96]. Given a unit \( u \), such transformation rewrites each predicate \( P \) in the head of a rule by \( P' \) and add the following clauses to \( u \):

\[
\begin{align*}
P & :- \text{Temporal\_Conditions}, \, !, \, P' \\
P & :- ^{\wedge} P.
\end{align*}
\]

stating the resolving \( P \) is equivalent to invoke \( P' \), if the temporal conditions are satisfied. Otherwise \( P \) must be solved in the supercontext \( ^{\wedge} P \), i.e. \( P \) is called in the context obtained from removing \( u \).

The temporal condition can be formalised as the conjunction \( :< [U|\alpha] \alpha, U \alpha \), where the first conjunct queries the context for its temporal annotation \( (\alpha) \) and its topmost unit \( (U) \), i.e. the current unit. The second conjunct checks if the current unit satisfies the time of the context.

As it should be expected, the compiled language is CxLP with constraints. Finally, since GNU Prolog/CX besides the CxLP primitives also has a constraint solver for finite domains (CLP(FD)), the implementation of this language is direct on such a system.

### 4.4 Application to Legal Reasoning

Legal reasoning is a very productive field to illustrate the application of these languages. Not only a modular approach is very suitable for reasoning about laws but also time is pervasive in their definition.

---

5. Although this rule might seem complex, that has to do essentially with the abundance of unifications \( (\theta\sigma\varphi) \)
The following example was taken from the British Nationality Act and it was presented in [BMRT02] to exemplify the usage of the language MuTACLCP. The reason to use an existing example is twofold: not only we consider it to be a simple and concise sample of legal reasoning but also because this way we can give a more thorough comparison with MuTACLCP. The textual description of this law can be given as a person $X$ obtains the British Nationality at time $T$ if:

- $X$ is born in the UK at the time $T$
- $T$ is after the commencement
- $Y$ is a parent of $X$
- $Y$ is a British citizen or resident at time $T$.

Assuming that the temporal unit person represents the name and the place where a person was born:

$$:- \text{unit(person(Name, Country))}.$$  
$$\text{person(john, uk) th ['1969-8-10', inf].}$$

The temporal annotation of this unit can be interpreted as the person time frame, i.e. when she was born and when she died (if its alive, we represent it by inf).

Before presenting the rule for the nationality act we still need to represent some facts about who is a British citizen along with who is parent of whom:

$$:- \text{unit(british_citizen(Name))}.$$  
$$\text{british_citizen(bob) th ['1940-9-6', inf].}$$
$$:- \text{unit(parent(Parent, Son))}.$$  
$$\text{parent(bob, john) th ['1969-8-10', inf].}$$

Considering that the commencement date for this law is '1955-1-1', one formalisation of this law in our language is $^6$:

$$\text{th [L, _] :> person(X, uk) :> item, fd_min(L, T), '1955-1-1' #=< T, at T :> (parent(Y, X) :> item, (british_citizen(Y) :> item; british_resident(Y) :> item)).}$$

The explanation of the goal above is quite simple since each line correspond to one condition of the textual description of the law.

5 Related Work

Since [BMRT02] relates MuTACLCP with proposals such as Temporal Datalog [OM94] and the work on amalgamating knowledge bases [Sub94], we decided to

$^6$ $\text{fd_min}(X, N)$ succeeds if $N$ is the minimal value of the current domain of $X$. 
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confine ourselves to the comparison between MuTACLP and our language. Mu-
TACLP (Multi-Theory Temporal Annotated Constraint Logic Programming) is
a knowledge representation language that provides facilities for modelling and
handling temporal information, together with some basic operators for combing
different knowledge bases. Although both MuTACLP and the language here
proposed use TACLP (Temporal Annotated Constraint Logic Programming) for
handling temporal information, it is in the way that modularity is dealt that they
diverge: we follow a dynamic approach (also called *programming-in-the-small*)
while MuTACLP engages a static one (also called *programming-in-the-large*).

Moreover, the use of contexts allows for a more compact writing where some
of the annotations of the MuTACLP version are subsumed by the annotation
of the context. For instance, one of the rules of the MuTACLP version of the
example of legal reasoning is:

\[
\text{get\_citizenship}(X) \text{ at } T \leftarrow T \geq \text{ Jan 1 1955, born}(X, \text{ uk}) \text{ at } T, \\
\text{parent}(Y, X) \text{ at } T, \\
\text{british\_citizen}(Y) \text{ at } T.
\]

In [NA06] a similar argument was used when comparing with *relational
frameworks* such as the one proposed by Combi and Pozzi in [CP04] for workflow
management systems, where relational queries were more verbose that its
contextual version.

6 Conclusion and Future Work

In this paper we presented a temporal extension of CxLP where time influences
the eligibility of a module to solve a goal. Besides illustrative examples we also
provided a compiler, allowing this way for the development of applications based
on these languages. Although we provided (in Sect. 4.2) the operational seman-
tics we consider that to obtain a more solid theoretical foundation there is still
need for a fixed point or declarative definition.

Besides the domain of application exemplified we are currently applying the
language proposed to other areas such as medicine and natural language. Fi-
nally, it is our goal to continue previous work [AN06,ADN04] and show that this
language can act as the backbone for constructing and maintaining temporal
information systems.
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Abstract. The rule-based programming paradigm is omnipresent in a number of engineering domains. However, there are some fundamental semantical differences between it and classic programming approaches. No generic solution for using rules to model business logic in classic software has been provided so far. In this paper a new approach for Generalized Rule-based Programming (GREP) is given. It is based on the use of an advanced rule representation called XTT, which includes an extended attribute-based language, a non-monotonic inference strategy, with an explicit inference control at the rule level. The paper shows, how some typical programming constructs, as well as classic programs can be modelled with this approach. The paper also presents possibilities of an efficient integration of this technique with existing software systems.

It describes the so-called Hybrid Operators in Prolog – a concept which extends the Generalized Rule Based Programming Model (GREP). This extension allows a GREP-based application to communicate with the environment by providing input/output operations, user interaction, and process synchronization. Furthermore, it allows for integration of such an application with contemporary software technologies including Prolog-based code. The proposed Hybrid Operators extend GREP forming a knowledge-based software development concept.

1 Introduction

The rule-based programming paradigm is omnipresent in a number of engineering domains such as control and reactive systems, diagnosis and decision support. Recently, there has been a lot of effort to use rules to model business logic in classic software. However, there are some fundamental semantical differences between it, and procedural, or object-oriented programming approaches. This is why no generic modelling solution has been provided so far. The motivation for this paper is to investigate a possibility of modelling some typical programming structures with the rule-based programming with use of on extended forward-chaining rule-based system.

* The paper is supported by the Hekate Project funded from 2007–2009 resources for science as a research project.
In this paper a new approach, the Generalized Rule Programming (GREP), is given. It is based on the use of an advanced rule representation, which includes an extended attribute-based language [1], and a non-monotonic inference strategy with an explicit inference control at the rule level. The paper shows, how some typical programming structures (such as loops), as well as classic programs can be modelled using this approach. The paper presents possibilities of efficient integration of this technique with existing software systems in different ways.

In Sect. 2 some basics of rule-based programming are given, and in Sect. 3 some fundamental differences between software and knowledge engineering are identified. Then, in Sect. 4 the extended model for rule-based systems is considered. The applications of this model are discussed in Sect. 5. Some limitations of this approach could be solved by extensions proposed in Sect. 6. The main extension is the concept of Hybrid Operators (HOPs), introduced in Sect. 7, which allows for environmental integration of GREP (Sect. 8). Finally, examples of practical HOP applications are presented in Sect. 9. Directions for the future research as well as concluding remarks are given in Sect. 10.

2 Concepts of the Rule-Based Programming

Rule-Based Systems (RBS) constitute a powerful AI tool [2] for knowledge specification in design and implementation of systems in the domains such as: system monitoring and diagnosis, intelligent control, and decision support. For the state-of-the-art in RBS see [3,4,1,5].

In order to design and implement a RBS in an efficient way, the chosen knowledge representation method should support the designer, introducing a scalable visual representation. As the number of rules exceeds even relatively very low quantities, it is hard to keep the rule-base consistent, complete, and correct. These problems are related to knowledge-base verification, validation, and testing. To meet security requirements a formal analysis end verification of RBS should be carried out [6]. This analysis usually takes place after the design is complete. However, there are design and implementation methods, such as the XTT [7], that allow for on-line verification during the design stage, and gradual refinement of the system.

Supporting rule-base modelling remains an essential aspect of the design process. One of the simplest approaches consists in writing rules in the low-level RBS language, such as one of Jess (www.jessrules.com). More sophisticated ones are based on the use of some classic visual rule representations i.e. LPA VisiRule, (www.lpa.co.uk) which uses decision trees. The XTT approach aims at developing a new visual language for visual rule modelling.

3 Knowledge in Software Engineering

Rule-based systems (RBS) constitute today one of the most important classes of the so-called Knowledge Based Systems (KBS). RBS have found wide range of industrial applications. However, due to some fundamental differences between
knowledge (KE) and software engineering (SE), the knowledge-based approach did not find applications in the mainstream software engineering.

What is important about the KE process, is the fact that it should capture the expert knowledge and represent it in a way that is suitable for processing (this is the task for a knowledge engineer). The level at which KE should operate is often referred to as the knowledge level [8]. In case of KBS there is no single universal engineering approach, or universal modelling method (such as UML in software engineering).

However, software engineering (SE) is a domain where a number of mature and well-proved design methods exist. What makes the SE process different from knowledge engineering is the fact that a systems analyst tries to model the structure of the real-world information system into the structure of computer software system. So the structure of the software corresponds, to some extent, to the structure of the real-world system, which differs from the KE approach described above.

The fundamental differences between the KE and SE approaches include: declarative vs. procedural point-of-view, semantic gaps present in the SE process, between the requirements, the design, and the implementation, and the application of a gradual abstraction as the main approach to the design. The solution introduced in this paper aims at integrating a classic KE methodology of RBS with SE. It is hoped, that the model considered here, the Generalized Rule Programming (GREP), could serve as an effective bridge between SE and KE. The proposed Hybrid Operators extension allows for an efficient integration of GREP with existing applications and frameworks.

4 Extended Rule Programming Model

The approach considered in this paper is based on an extended rule-based model. The model uses the XTT knowledge method with certain modifications. The XTT method was aimed at forward chaining rule-based systems. In order to be applied to the general programming, it is extended in several aspects.

4.1 XTT – EXTended Tabular Trees

The XTT (EXTended Tabular Trees) knowledge representation [7], has been proposed in order to solve some common design, analysis and implementation problems present in RBS. In this method three important representation levels has been addressed: visual – the model is represented by a hierarchical structure of linked decision tables, logical – tables correspond to sequences of decision rules, implementation – rules are processed using a Prolog representation.

At the visual level the model is composed of decision tables. A single table is presented in Fig. 1. The table represents a set of rules, having the same attributes. A rule can be read as follows:

\[(A_{11} \in a_{11}) \land \ldots (A_{1n} \in a_{1n}) \rightarrow retract(X = x_1), assert(Y = y_1), do(H = h_1)\]
In a general case a rule condition can consist of 0 (a rule always fires) to \( n \) attributes.

It includes two main extensions compared to the classic RBS: 1) non-atomic attribute values, used both in conditions and decisions, 2) non-monotonic reasoning support, with dynamic assert/retract operations in the decision part. Each table row corresponds to a decision rule. Rows are interpreted top-down. Tables can be linked in a graph-like structure. A link is followed when a rule is fired.

![Fig. 1. A single XTT table.](image)

At the logical level a table corresponds to a number of rules, processed in a sequence. If a rule is fired and it has a link, the inference engine processes the rule in another table the link points to. The rule is based on an *attributive language* [1]. It corresponds to a *Horn* clause: \( \neg p_1 \lor \neg p_2 \lor \ldots \lor \neg p_k \lor h \) where \( p_i \) is a literal in SAL (Set Attributive Logic, see [1]) in a form \( A_i(o) \in t \) where \( o \in O \) is an object referenced in the system, and \( A_i \in A \) is a selected attribute of this object (property), \( t \subseteq D_i \) is a subset of attribute domain \( A_i \). Rules are interpreted using a unified knowledge and fact base, that can be dynamically modified during the inference process using Prolog-like assert/retract operators in the rule decision part. Rules are implemented using Prolog-based representation, using terms, which is a flexible solution (see [9]). It requires a provided meta-interpreter [10].

This approach has been successfully used to model classic rule-based expert systems. For the needs of general programming described in this paper, some important modifications are proposed.

### 4.2 Extending XTT into GREP

Considering the use of the XTT method for general applications, there have been several extensions proposed regarding the base XTT model. These are: *Grouped Attributes*, *Attribute-Attribute Comparison*, *Link Labeling*, *Not-Defined Operator*, *Scope Operator*, *Multiple Rule Firing*. Applying these extensions to XTT constitutes *GREP*, that is *Generalized Rule Programming Model*. Additionally there are some examples given in Sect. 5 regarding the proposed extensions.

*Grouped Attributes* provide means for putting together some number of attributes to express relationships among them and their values. As a result a complex data structure, called a *group*, is created which is similar to constructs
present in programming languages (i.e. C structures). A group is expressed as:

\[ \text{Group}(\text{Attribute}_1, \text{Attribute}_2, \ldots, \text{Attribute}_N) \]

Attributes within a group can be referenced by their name:

\[ \text{Group}..\text{Attribute}_1 \]

or position within the group:

\[ \text{Group}/1 \]

An application of Grouped Attributes could be expressing spatial coordinates:

\[ \text{Position}(X,Y) \]

where \text{Position} is the group name, \(X\) and \(Y\) are attribute names.

The \text{Attribute-Attribute Comparison} concept introduces a powerful mechanism to the existing XTT comparison model. In addition to comparing an attribute value against a constant (\text{Attribute-Value Comparison}) it allows for comparing an attribute value against another attribute value. The \text{Attribute-Value Comparison} can be expressed as a condition:

\[ \text{if } (\text{Attribute OPERATOR Value}) \text{ then ...} \]

where \text{OPERATOR} is a comparison operator i.e. equal, greater then, less than etc., while \text{Attribute-Attribute Comparison} is expressed as a condition:

\[ \text{if } (\text{Attribute}_1 \text{ OPERATOR } \text{Attribute}_2) \text{ then ...} \]

where \text{OPERATOR} is a comparison operator or a function, in a general case:

\[ \text{if } (\text{OPERATOR(ATTRIBUTE}_1, \ldots, \text{ATTRIBUTE}_N)) \text{ then ...} \]

The operators and functions used here must be well defined.

The \text{Link Labeling} concept allows to reuse certain XTTs which is similar to subroutines in procedural programming languages. Such a reused XTT can be executed in several contexts. There are incoming and outgoing links. Links might be labeled (see Fig.2). In such a case, if the control comes from a labeled link it has to be directed through an outgoing link with the same label. There can be multiple labeled links for a single rule. If an outgoing link is not labeled it means that if a corresponding rule is fired the link will be followed regardless of the incoming link label. Such a link (or links) might be used to provide a control for exception-like situations.

In the example given in Fig. 2 the outgoing link labeled with \text{a0} is followed if the corresponding rule (row) of \text{reuse0} is fired and the incoming link is labeled with \text{a0}. This happens if the control comes from XTT labeled as \text{table-a0}. The outgoing link labeled with \text{b0} is followed if the corresponding rule of \text{reuse0} is fired and the incoming link is labeled with \text{b0}; the control comes from \text{table-b0}. If the last rule is fired control is directed as indicated by the last link regardless of the incoming label since the link is not labeled.
The proposed Not-Defined (N/D) operator checks if a value for a given attribute has been defined. It has a broad application regarding modelling basic programming structures, i.e. to make a certain rule fired if the XTT is executed for the first time (see Sect. 5.2). It could also be used to model the NULL value from the Relational Databases in GREP.

The graphical Scope Operator provides a basis for modularized knowledge base design. It allows for treating a set of XTTs as a certain black box with well defined input and output (incoming and outgoing links), see Fig. 3. Scope Operators can be nested. In such a way a hierarchy of abstraction levels of the system being designed can be built, making modelling of conceptually complex systems easier. The scope area is denoted with a dashed line. Outside the given scope only conditional attributes for the incoming links and the conclusion attributes for the outgoing links are visible. In the given example (Fig. 3) attributes A, B, C are input, while H, I are outputs. Any value changes regarding attributes: E, F, and G are not visible outside the scope area, which consists of table-b0 and table=b1 XTTs; no changes regarding values of E, F, and G are visible to table-a0, table-a1 or any other XTT outside the scope.

Since multiple values for a single attribute are allowed, it is worth pointing out that the new inference engine being developed treats them in a more uniform and comprehensive way. If a rule is fired and the conclusion or assert/retract uses a multi-value attribute such a conclusion is executed as many times as there are values of the attribute. It is called Multiple Rule Firing. This behavior allows to perform aggregation or set-based operations easily (however, it does not introduce any parallel execution). Some examples are given in Sec. 5.
5 Applications of GREP

This section presents some typical programming constructs developed using the XTT model. It turned out that extending XTT with the modifications described in Sect. 4.2 allows for applying XTT in other domains than rule-based systems, making it a convenient programming tool.

5.1 Modelling Basic Programming Structures

Two main constructs considered here are: a conditional statement, and a loop.

Programming a conditional statement with rules is both simple and straightforward, since a rule is by definition a conditional statement. In Fig. 4 a single table system is presented. The first row of the table represents the main conditional statement. It is fired if $C$ equals some value $v$, the result is setting $F$ to $h1$, then the control is passed to other XTT following the outgoing link. The next row implements the else statement if the condition is not met ($C \neq v$) then $F$ is set to $h2$ and the control follows the outgoing link. The $F$ attribute value is the decision.

A loop can be easily programmed, using the dynamic fact base modification feature (Fig. 5) a simple system implementing the for-like loop is presented. Initial execution, as well as the subsequent ones are programmed as a single XTT table. The $I$ attribute serves as the counter. In the body of the loop the value of
the decision attribute \( Y \) is modified depending on the value of the conditional attribute \( X \). The loop ends when the counter attribute value is greater than the value \( z \). The value \textit{ANY} in the rule decision indicates that the corresponding attribute value remains unchanged. Using the non-atomic attribute values (an attribute can have a \textit{set} of values) the \textit{foreach} loop could also be constructed.

\begin{center}
\begin{tikzpicture}
\node (x) [draw] {
\begin{tabular}{c|c|c|c|c|}
X & I & I & +Y \\
\hline
ANY & N/D & =0 & ANY \\
ANY & > z & ANY & ANY \\
\multicolumn{4}{c}{c} \vline \cline{1-4}
\multicolumn{4}{c}{ANY} \vline \cline{1-4}
\end{tabular}
};
\node (y) [right of=x, draw] {
\begin{align*}
&\text{while} \\
&X \leq z \\
&Y = X + Y \\
&\text{end while}
\end{align*}
};
\end{tikzpicture}
\end{center}

\textbf{Fig. 5.} A loop statement.

5.2 Modelling Simple Programming Cases

A set of rules to calculate a factorial is showed in Fig. 6. An argument is given as the attribute \( X \). The calculated result is given as \( Y \). The first XTT (\textit{facatorial0}) calculates the result if \( X = 1 \) or \( X = 0 \), otherwise control is passed to \textit{facorial1} which implements the iterative algorithm using the attribute \( S \) as the counter.

\begin{center}
\begin{tikzpicture}
\node (x) [draw] {
\begin{tabular}{c|c|c|c|c|}
X & S & S & Y \\
\hline
1 & N/D & =1 & N/D \\
=0 & N/D & =1 & N/D \\
>1 & N/D & =1 & N/D \\
\end{tabular}
};
\node (y) [right of=x, draw] {
\begin{align*}
factorial0 & \\
&\text{factorial1} \text{ X} \leq z \text{ S} \text{ Y} \text{ S} \\
&\text{factorial1} \text{ X} \leq z \text{ S} \text{ Y} \text{ S}
\end{align*}
};
\end{tikzpicture}
\end{center}

\textbf{Fig. 6.} Calculating Factorial of \( X \), result stored as \( Y \).

Since an attribute can be assigned more than a single value (i.e. using the \textit{assert} feature), certain operations can be performed on such a set (it is similar to aggregation operations regarding Relational Databases). An example of sum function is given in Fig. 7. It adds up all values assigned to \( X \) and stores the result as a value of \textit{Sum} attribute. The logic behind it is as follows: If \textit{Sum} is not defined then make it 0 and loop back. Then, the second rule is fired, since \textit{Sum} is already set to 0. The conclusion is executed as many times as values are assigned to \( X \). If \textit{Sum} has a value set by other XTTs prior to the one which calculates the sum, the result is increased by this value. The top arrow could in fact lead to the second row of the table, like in the next example, this would improve the execution.
There is also an alternative implementation given in Fig. 8. The difference, comparing with Fig. 7, is that there is an incoming link pointing at the second rule, not the first one. Such an approach utilizes the partial rule execution feature. It means that only the second (and subsequent, if present) rule is investigated. This implementation adds up all values of $X$ regardless if $Sum$ is set in previous XTTs.

Assigning a set of values to an attribute based on values of another attribute is given in Fig. 9. The given XTT populates $Y$ with all values assigned to $X$. It uses the XTT assert feature.

Using the XTT approach, even a complex task such as browsing a tree can be implemented easily. A set of XTTs finding successors of a certain node in a tree is given in Fig. 10. It is assumed that the tree is represented as a group of attributes $t(P, N)$, where $N$ is a node name, and $P$ is a parent node name. The XTTs find all successors of a node which name is given as a value of attribute $P$ (it is allowed to specify multiple values here). A set of successors is calculated as values of $F$. The first XTT computes immediate child nodes of the given one. If there are some child nodes, control is passed to the XTT labeled $tree2$. It finds child nodes of the children computed by $tree1$ and loops over to find children’s children until no more child nodes can be found. The result is stored as values of $F$. 

---

**Fig. 7.** Adding up all values of $X$, result stored as $Sum$.

**Fig. 8.** Adding up all values of $X$, result stored as $Sum$, an alternative implementation.

**Fig. 9.** Copying all values of $X$ into $Y$.

**Fig. 10.** XTTs finding successors of a certain node in a tree.
Fig. 10. Finding successors of a node $P$ in a tree, results stored as $F$.

Up to now GREP has been discussed only at the conceptual level, using the visual representation. However, it has to be accompanied by a runtime environment. The main approach considered here is the one of the classic XTT. It is based on using a high-level Prolog representation of GREP. Prolog semantics includes all of the concepts present in GREP. Prolog has the advantages of flexible symbolic representation, as well as advanced meta-programming facilities [10]. The GREP-in-Prolog solution is based on the XTT implementation in Prolog, presented in [9]. In this case a term-based representation is used, with an advanced meta interpreter engine.

6 Motivation for the GREP Extension

In its current stage GREP can successfully model a number of programming constructs and approaches. This proves that GREP can be applied as a general purpose programming environment. However, at the current stage GREP still lacks features needed to replace traditional programming languages.

While proposing extensions to GREP, one should keep in mind, that in order to be both coherent and efficient, GREP cannot make an extensive use of some of the facilities of other languages, even Prolog. Even though Prolog semantics is quite close to the one of GREP there are some important differences – related to the inference (forward in GREP, backward in Prolog) and some programming features such as recursion and unification. On the other hand, GREP offers a clear visual representation that supports a high level logic design. The number of failed visual logic programming attempts show, that the powerful semantics of Prolog cannot be easily modelled [11], due to Prolog backward chaining strategy, recursive predicates using multiple clauses, etc. So from this perspective, GREP expressiveness is, and should remain weaker than that of Prolog.

Some shortcomings of GREP are described in the following paragraph. The most important problem regards limited actions/operations in the decision and precondition parts, and input/output operations, including communication with the environment. Actions and operations in the decision and condition parts are limited to using assignment and comparison operators (assert/retract actions are considered assignment operations), only simple predefined operators are allowed. Interaction with the environment of GREP-based application is provided by means of attributes only. Such an interface, while being sufficient for expert systems, becomes insufficient for general purpose software. Particularly there is no basis for executing arbitrary code (external processes, calling a function or
method) upon firing a rule. Such an execution would provide an ability to trigger operations outside the GREP application (i.e. running actuators regarding control systems). The only solution possible now in GREP is setting an attribute to a given value. Similarly conditions are not allowed to spawn any additional inference process, i.e. in order to get specific values from arbitrary code (external process, function or method; reading sensor states for control systems). There is also an assumption that setting appropriate attribute triggers some predefined operation, however such operations are not defined by XTTs and they have to be provided by other means. Similarly comparing an attribute with some value might trigger certain operations which leads to value generation for the triggered attribute.

So it can be concluded, that in order to serve as an efficient implementation tool, GREP in its current form should be extended even more. This extension consist in the introduction of hybrid operators. Such operators offer processing capabilities for attributes and their values. The hybrid operators can serve as generative, restrictive or triggering operations. These are to generate attribute values, restrict admissible attribute values, or trigger arbitrary code execution, respectively.

7 Hybrid Operators

GREP assumes that there is only a single attribute in a column of the XTT table, to be modified by rules. Applying GREP to some cases (see Section 9) indicates a need for more complex operators working on multiple attributes at the same time. To introduce such operators certain changes to the current GREP are necessary. These changes constitute XTTv2 which will be subsequently referred to as XTT in the rest of this paper.

The following extensions, which provide Hybrid Operators (HOPs) functionality, are proposed:

- Defined Operators (DOT), and
- Attribute Sets (ASET).

An operator can be implemented in almost any declarative programming language such as Prolog, procedural or object oriented as: C/C++, Java, or it can even correspond to database queries written in SQL. A Hybrid Operator is an interface between XTT and other programming languages. This is where the name Hybrid depicts that such an operator extends XTT with other programming languages and paradigms.

A Defined Operator is an operator of the following form:

$$\text{Operator}(\text{Attribute}_1, \ldots, \text{Attribute}_N)$$

Its functionality is defined by other means and it is not covered by XTT. In general, a rule with a DOT is a regular production rule as any other XTT based one:
IF (Operator(Attribute1,...,AttributeN)) THEN ...

Since, a DOT is not limited to modify only a single attribute value, it should be indicated which attribute values are to be modified. This indication is provided by ASETs.

An Attribute Sets (ASET) is a list of attributes which values are subject to modifications in a given column. The ASET concept is similar to this of Grouped Attributes (GA) to some extent. The difference is that a GA defines explicitly a relationship among a number of attributes while an ASET provides means for modifying the value of more than one attribute at a time. Attributes within an ASET do not have to be semantically interrelated.

An XTT table with ASET and DOT is presented in Fig. 11. There are two ASETs: attributes A, B, C and X, Y. In addition to the ASETs there are two regular attributes D and Z.

![Table-ASET-DOT](image)

**Fig. 11.** Hybrid Operators: Attribute Sets (ASET) and Defined Operators (DOT).

The first column, identified by an ASET: A, B, C, indicates that these three attributes are subject to modification in this column. Similarly a column identified by X, Y indicates that X and Y are subject to modifications in this column. Following the above rules, the operator \textit{op2}() modifies only A, B, C while D is accessed by it, but it is not allowed to change D values. Similarly operator \textit{op3}() is allowed to change values of X and Y only.

Depending on where a DOT is placed, either in the condition or conclusion part, values provided by it have different scope. These rules apply to any operators, not only DOTs. If an operator is placed in the condition part, all value modifications are visible in the current XTT table only. If an operator is placed in the conclusion part, all value modifications are applied globally (within the XTT scope, see [12]), and they are visible in other XTT tables.

There are four modes of operation a DOT can be used in: Restrictive Mode, Generative Mode, Restrictive-Generative Mode, and Setting Mode. The Restrictive Mode narrows number of attribute values and it is indicated as -. The Generative Mode adds values. It is indicated as +. The Restrictive-Generative Mode adds or retracts values; indicated as +- . Finally, the Setting Mode sets attribute values, all previous values are discarded (attributes without + or - are by default in the Setting Mode).

An example with the above modes indicated is given in Fig. 12. An ASET in the first column (+A, −B, C) indicates that A can have some new values asserted, B retracted and C set. An ASET in the third column (X, + − Y) indicates that X has a new set values, while some Y values are retracted and some asserted.
Hybrid Operators may be used in different ways. Three main use cases, called schemas are considered, here; these are: Input, Output, and Model. These schemas depict interaction between XTT based application and its environment, i.e. external procedures (written in C, Java, Prolog etc.) accessible through DOTs. This interaction is provided on an attribute basis. The schemas are currently not indicated in XTT tables, such an indication is subject to further research.

The Input Schema means that an operator reads data from environment and passes it as attribute values. The Output Schema is similar: an operator sends values of a given attribute to the environment. Pure interaction with XTT attributes (no input/output operations) is denoted as the Model Schema.

There are several restrictions regarding these schemas. The Input Schema can be used in condition part, while the Output Schema in conclusion part only. Model schemas can be used both in condition or conclusion parts.

Regardless of the schema: Model, Input, or Output, any operation with a DOT involved can be: blocking or non-blocking. A blocking operation means that the DOT blocks upon accessing an attribute i.e. waiting for a value to be read (Input Schema), write (Output Schema), or set (Model Schema). Such operations may be also non-blocking, depending on the functionality needed.

The schemas can provide semaphore-like synchronization based on attributes or event triggered inference i.e. an event unblocking a certain DOT, which spawns a chain of rules to be processed in turn.

There is a drawback regarding Hybrid Operators. It regards validation of an XTT based application. While an XTT model can be formally validated, DOTs cannot be, since they might be created with a non-declarative language (i.e.: C, Java). Some partial validation is feasible if all possible DOT inputs and outputs are known in the design stage. It is a subject to further research.

8 GREP Model Integration with HOP

The XTT model itself is capable of an advanced rule-based processing. However, interactions with the environment were not clearly defined. The Hybrid Operators, introduced here, fill up this gap. An XTT-based logic can be integrated with other components written in Prolog, C or Java. This integration is considered at an architectural level. It follows the Mode-View-Controller (MVC) pattern [13]. In this case the XTT, together with Prolog-based Hybrid Operators, is used to build the application logic: the model, where-as other parts of the application are built with procedural or object-oriented languages such C or Java.
The application logic interfaces with object-oriented or procedural components accessible through Hybrid Operators. These components provide means for interaction with an environment which is the user interface and general input-output operations. These components also make it possible to extend the model with arbitrary object-oriented code. There are several scenarios possible regarding interactions between the model and the environment. In general, they can be subdivided into two categories, providing view and controller functionalities which are output and input respectively.

An input takes place upon checking conditions required to fire a rule. A condition may require input operations. A state of such a condition is determined by data from the environment. Such data could be user input, file contents, a state of an object, a result from a function etc. It is worth pointing out that the input operation could be blocking or non-blocking providing a basis for synchronization with environment. The Input Schema acts as a controller regarding the MVC paradigm.

The Output Schema takes place if a conclusion regards an output operation. In such a case, the operation regards general output (i.e. through user interface), spawning a method or function, setting a variable etc. The conclusion also carries its state, which is true or false, depending on whether the output operation succeeded or failed, respectively. If the conclusion fails, the rule fails as well. The Output Schema acts as the view regarding MVC.

![Fig. 13. System Design](image)

There are several components to integrate to provide a working system. They are presented in Fig. 13. The application’s logic is given in a declarative way as the Knowledge Base using the XTT representation. Interfaces with other systems (including Human-Computer Interaction) are provided through Hybrid Operators – there is a bridging module between the Knowledge Base and the sequential Code (C/Java language code): the Sequential Language Interface (SLIN). It allows communication in both directions. The Knowledge Base can be extended, new facts added by a stimulus coming through SLIN from the View/Interface.
There are two types of information passed this way: events generated by the HeaRT (HEkate RunTime) and knowledge generated by the Code (through Hybrid Operators).

9 HOP Applications Examples

Let us consider two generic programming problems examples: factorial calculation and tree browsing.

To calculate the factorial of \( X \) and store it as a value of attribute \( Y \) XTT tables given in Fig. 6 are needed. It is an iterative approach. Such a calculation can be presented in a simpler form with use of a Hybrid Operator, which provides a factorial function in other programming language, more suitable for this purpose. The XTT table which calculates a factorial of \( X \) and stores the result in \( Y \) is presented in Fig. 14. In addition to the given XTT table, the \( \text{fact}() \) operator has to be provided. It can be expressed in Prolog, based on the recursive algorithm, see Fig. 15. Such an approach provides cleaner design at the XTT level.

```
factorial-ho
X
ANY
fact(X,Y)
```

Fig. 14. XTT: factorial function, using a Hybrid Operator.

```
fact(0,0).
fact(1,1).
fact(A,B):- A > 1, T is A - 1, fact(T,Z), B is Z * A.
```

Fig. 15. XTT: factorial Hybrid Operator in Prolog.

To find all predecessors of a given node, an XTT table is given in Fig. 16. The XTT searches the tree represented by the grouped attribute \( \text{tree}/2 \). Results will be stored in the grouped attribute \( \text{out}/2 \) as \( \text{out(Id,Pre)} \), where \( \text{out.Id} \) is the node identifier and \( \text{out.Pre} \) is its predecessor node. The search process is narrowed to find predecessors of the node with \( \text{out.Id} = 2 \) only (see attribute \( \text{out.Id} \) in the condition part of the XTT). The search is provided by a hybrid operator \( \text{pred}() \).

The hybrid operator \( \text{pred}() \) is implemented in Prolog (see Fig. 17). It consists of two clauses which implement a recursive tree browsing algorithm. The first argument of the \( \text{tree}/3 \) predicate is to pass the tree structure to browse. Since \( \text{tree}/2 \) in XTT is a grouped attribute it is perceived by Prolog as a structure.
pred(Tree,Id,Parent):-Tree, Tree=..[_,Id,Parent].
pred(Tree,Id,Parent):-Tree, Tree=..[Pred,Id,X],
    OtherTree=..[Pred,_,_],
    pred(OtherTree,X,Parent).

Fig. 17. Browsing a tree, a Hybrid Operator in Prolog.

The hybrid operator \textit{pred}() defined in Fig. 17 works in both directions. It is suitable both for finding predecessors and successors in a tree. The direction depends on which attribute is bound. In the example (Fig. 16) the bound one is \textit{out.Id}. Bounding \textit{out.Pre} changes the direction, results in search for all successors of the given as \textit{out.Pre} node in the tree. The tree is provided through the first argument of the hybrid operator. The operator can be used by different XTTs, and works on different tree structures.

10 Concluding Remarks

In this paper the results of the research in the field of knowledge and software engineering are presented. The research aims at the unification of knowledge engineering methods with software engineering. The paper presents a new approach for Generalized Rule-based Programming called GREP. It is based on the use of an advanced rule representation called XTT, which includes an attribute-based language, a non-monotonic inference strategy, with explicit inference control at the rule level.

The original contribution of the paper consists in the extension of the XTT rule-based systems knowledge representation method, into GREP, a more general programming solution; as well as the demonstration how some typical programming constructs (such as loops), as well as classic programs (such as factorial, tree search) can be modelled in this approach. The expressiveness and completeness of this solution has been already investigated with respect to a number of programming problems which were showed.

Hybrid Operators extend forward-chaining functionality of GREP with arbitrary inference, including Prolog based backward-chaining. They also provide the basis for an integration with existing software components written in other procedural or object-oriented languages. The examples showed in this paper indicate that GREP and the Hybrid Operators can be successfully applied as a Software Engineering approach. It is worth pointing out that this approach is purely knowledge-based. It constitutes Knowledge-based Software Engineering.
The Generalized Rule Programming concept, extended with Hybrid Operators becomes a powerful concept for software design. It strongly supports the MVC approach: the model is provided by XTT based application extended with Hybrid Operators; both View and Controller functionality (or in other words: communication with the environment, including input/output operations) are provided also through Hybrid Operators. These operators can be implemented in Prolog or (in general case) other procedural or object-oriented language such as Java or C.

Future work will be focused on formulating a complete Prolog representation of GREP extended with HOPs, as well as use cases. Currently a simplified version of GREP has been used to model medium size systems with tens of rules. In these examples the visual scalability of GREP proved its usefulness. Another important issue concerns the formal verification of the GREP/HOP based systems. It is subject to further research.
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The Kiel Curry System KiCS

Bernd Braßel and Frank Huch
CAU Kiel, Germany
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Abstract. This paper presents the Kiel Curry System (KiCS), a new implementation of the lazy functional logic language Curry. Its main features beyond other Curry implementations are: flexible search control by means of search trees, referentially transparent encapsulation and sharing across non-determinism.

1 Introduction

The lazy functional logic programming language Curry [14, 1] combines the functional and the logical programming paradigms as seamlessly as possible. However, existing implementations of Curry, like PAKCS [13], the Münster Curry Compiler (MCC) [15] and the Sloth system [8], all contain implementation specific integration problems which cannot easily be fixed within these existing systems.

To improve the situation we developed a completely new implementation idea and translation scheme for Curry. The basic idea of the implementation is handling non-determinism (and free variables) by means of tree data structures for the internal representation of the search space. In all existing systems this search space is directly traversed by means of a special search strategy (usually depth-first search). This makes the integration of important features like user-defined search strategies, encapsulation and sharing across non-determinism almost impossible for these systems.

Since the logic computations of Curry are now represented in standard data structures, the resulting programs are more closely related to lazy functional programming (like in Haskell [16]). As a consequence, we decided to use Haskell as target language in our new compiler in contrast to Prolog, as in PAKCS and Sloth, or C in MCC. The advantage of using a lazy functional target language is that most parts of the source language can be left unchanged (especially the deterministic ones) and the efficient machinery behind the Haskell compiler, e.g. the Glasgow Haskell Compiler (GHC), can be reused with a moderate amount of programming effort.

The Kiel Curry System (KiCS) provides an interactive user interface in which arbitrary expressions over the program can be evaluated and a compiler for generating a binary executable for a main function of a program, similar to other existing systems. The system can be downloaded from http://www.informatik.

* This work has been partially supported by the German Research Council (DFG) under grant Ha 2457/5-2.
uni-kiel.de/prog/mitarbeiter/bernd-brassel/projects/ and requires a functional installation of the GHC. The next sections present the new key features of the Curry implementation KiCS, which improve the seamless integration of functional and logic programming within Curry.

2 Representing Search

To represent search in Haskell, our compiler employs the concept first proposed in [4] and further developed in [7]. There each non-deterministic computation yields a data structure representing the actual search space in form of a tree. The definition of this representation is independent of the search strategy employed and is captured by the following algebraic data type:

```
data SearchTree a = Fail | Value a | Or [SearchTree a]
```

Thus, a non-deterministic computation yields either the successful computation of a completely evaluated term \( v \) (i.e., a term without defined functions) represented by `Value v`, an unsuccessful computation (Fail), or a branching to several subcomputations represented by `Or [t₁, . . . , tₙ]` where \( t₁, . . . , tₙ \) are search trees representing the subcomputations.

The important point is that this structure is provided lazily, i.e., search trees are only evaluated to head normal form. By means of pattern matching on the search tree, a programmer can explore the structure and demand the evaluation of subtrees. Hence, it is possible to define arbitrary search strategies on the structure of search trees. Depth-first search can be defined as follows:

```
depthFirst :: SearchTree a -> [a]
depthFirst (Val v) = [v]
depthFirst Fail = []
depthFirst (Or ts) = concatMap depthFirst ts
```

Evaluating the search tree lazily, this function evaluates the list of all values in a lazy manner, too. As an example for the definition of another search strategy, breadth-first search can be defined as follows:

```
breadthFirst :: SearchTree a -> [a]
breadthFirst st = unfoldOrs [st]
  where
    partition (Value x) y = let (vs,ors) = y in (x:vs,ors)
p      partition (Or xs) y = let (vs,ors) = y in (vs,xs++ors)
p      partition Fail y = y

unfoldOrs [] = []
unfoldOrs (x:xs) =
  let (vals,ors) = foldr partition ([],[]) (x:xs)
in vals ++ unfoldOrs ors
```

This search strategy is fair with respect to the `SearchTree` data structure.
However, if some computation runs infinitely without generating nodes in theSearchTree, then other solutions within theSearchTree will not be found.

Our concept also allows to formulate a fair search, which is also tolerant with respect to non-terminating, non-branching computations. Fair search is realized by employing the multi-threading capabilities of current Haskell implementations. Therefore the definition of fair search is primitive from the point of view of the Curry system.

```
fairSearch :: SearchTree a -> IO [a]
fairSearch external
```

Search trees are obtained by encapsulated search. In [4] it is shown in many examples and considerations that the interactions between encapsulation and laziness is very complicated and prone to many problems. [4] also contains a wishlist for future implementations of encapsulation. KiCS is the first implementation to fully meet this wish list. Concretely, there are two methods to obtain search trees:

1. The current (top-level) state of search can only be accessed via an io-action
   ```
   getSearchTree :: a -> IO (SearchTree a).
   ```
2. A conceptual copy of a given term can be obtained by the primitive operation
   ```
   searchTree :: a -> SearchTree a.
   ```
   This copy does not share any of the non-deterministic choices of the main branch of computation, although all deterministic computations are shared. This means that they are only computed once, as described in detail in the next subsection.

These two concepts of encapsulation avoid the conflicts with the other features of functional logic languages which were described in [4].

## 3 Sharing across Non-Determinism

Another key feature for a seamless integration of lazy functional and logic programming is sharing across non-determinism, as the following example shows:

**Example 1 (Sharing across Non-Determinism).** We consider parser combinators which can elegantly make use of the non-determinism of functional logic languages to implement the different rules of a grammar. A simple set of parser combinators can be defined as follows:

```
type Parser a = String -> (String,a)

success :: a -> Parser a
success r cs = (cs,r)

symb :: Char -> Parser Char
symb c (c':cs) | c==c' = (cs,c)
```

(<*> :: Parser (a -> b) -> Parser a -> Parser b
p1 <*> p2) str = case p1 str of
  (str1,f) -> case p2 str1 of
    (str2,x) -> (str2,f x)

(<$>) :: (a -> b) -> Parser a -> Parser b
f <$> p = success f <*> p

parse :: Parser a -> String -> a
parse p str = case p str of
  ("",r) -> r

As an example for a non-deterministic parser, we construct a parser for the inherently ambiguous, context-free language of palindromes without marked center \( L = \{w'w' | w \in \{a, b\}\} \). We restrict to this small alphabet for simplicity of the example. If parsing is possible the parser returns the word \( w \) and fails otherwise:

\[
\text{pal :: Parser String}
\]
\[
\text{pal} = (\langle c \text{ str} \_ \rightarrow c: \text{str} \rangle \ <$\> (\text{symb 'a'} <\*\> \text{pal} <\*\> \text{symb 'a'}))
\]
\[
\_ \_ ? \_ ? y = y
\]

In all Curry implementations the parser \( p1 \) analyses a String of length 100 within milliseconds. We call this time \( t_{\text{parse}} \).

Unfortunately, this program does not scale well with respect to the time it takes to compute the elements of the list to be parsed. Let’s assume that the time to compute an element within the list \([e_1, \ldots, e_{100}]\) is \( t \gg t_{\text{parse}} \) and constructing the list \([e_1, \ldots, e_{100}]\) takes time \( 100 \cdot t \). Then one would expect the total time to compute \( \text{parse pal} [e_1, \ldots, e_{100}] \) is \( 100 \cdot t + t_{\text{parse}} \). But measurements for the Curry implementation PAKCS ([13]) show that e.g., for \( t = 0.131 \text{s} \) it takes more than \( 5000 \cdot t \) to generate a solution for a palindrome \([e_1, \ldots, e_{100}]\) and \( 9910 \cdot t \) to perform the whole search for all solutions. We obtain similar results for all the other existing implementations of lazy functional languages.

The reason is that all these systems do not provide sharing across non-determinism. For each non-deterministic branch in the parser the elements of the remaining list are computed again and again. Only values which are evaluated before non-determinism occurs are shared over the non-deterministic branches. This behavior is not only a matter of leaking implementations within these systems. The development of a formal understanding of sharing across non-determinism has begun recently, only [2, 7].
The consequence of the example is that programmers have to avoid using non-determinism, if a function might later be applied to expensive computations. I.e., non-determinism has to be avoided completely. Laziness even complicates this problem: many evaluations are suspended until their value is demanded. A programmer cannot know which values are already computed and, hence, may be used within a non-deterministic computation. Thus, sadly, when looking for possibilities to improve efficiency, the programmer in a lazy functional logic language is well advised to first and foremost try to eliminate the logic features he might have employed.

As an alternative solution, it would also be possible to avoid laziness, e.g., by computing normal forms before performing a non-deterministic computation. But with this solution, the integration of logical features into a lazy functional setting becomes questionable. A strict language, like Oz [17], would allow a smoother combination.

The consequence of both solutions is that the integration of lazy functional and logic programming is not yet as seamless as necessary. Because logic computations are represented by standard data structures in KiCS, the resulting programs are executed in a single global heap. The standard sharing technique updates all computations in this heap. Therefore, achieving sharing across non-determinism does not require any additional effort; it is a natural consequence of the approach.

4 Narrowing instead of Residuation

Implementations of functional and functional logic languages usually provide numbers as an external data type and reuse the default implementation of the underlying language (e.g., C) for the implementation of operations like (+), (-), (<=), (==). This provides a very efficient implementation of pure computations within the high-level language.

However, in the context of functional logic languages, this approach results in a major drawback: numbers cannot be guessed by means of narrowing. As a consequence, the semantic framework has to be extended, e.g., by residuation [9, 10]. The idea is that all (externally defined) functions on numbers suspend on free variables as long as their value is unbound. These residuated functions have to be combined with a generator which specifies all possible values of a free variable. As an example, we consider Pythagorean triples \((a, b, c)\) with \(a^2 + b^2 = c^2\).

This problem can be implemented in the existing Curry implementations by means of the test and generate pattern [3]:

\[
\text{pyt} \mid \begin{align*}
a \cdot a + b \cdot b &=: c \cdot c \\
c &=: \text{member} [1..] \land b &=: \text{member} [1..c] \\
a &=: \text{member} [1..c] \\
= (a,b,c) \\
\end{align*}
\]

where \(a, b, c\) free

\[
\text{member} (y : ys) = y ? \text{member} ys
\]
First, the search tests whether a combination of $a$, $b$ and $c$ is a Pythagorean triple. Since in Curry natural numbers cannot be guessed this test is suspended by means of residuation for external functions (+) and (*). Now the programmer has to add good generator functions which efficiently enumerate the search space.

If, like common in Curry implementations, a depth first search strategy is used, it is especially important to restrict the search space for $a$ and $b$ to a finite domain. In practical applications, finding good generator functions is often much more complicated than in this simple example.

Moreover, residuation sacrifices completeness and detailed knowledge of internals is required to understand why the following very similar definition produces a run-time error (suspension):

```curry
pyt' | a*a + b*b =:= c*c = generate a b c where a,b,c free

generate a b c | c =:= member [1..] & b =:= member [1..c] &
               a =:= member [1..c]
               = (a,b,c)
```

On the other hand, the most beautiful standard examples for the expressive power of narrowing are defined for Peano numbers:

```curry
data Peano = O | S Peano

add O m = m
add (S n) m = S (add m n)

mult O _ = O
mult (S n) m = add m (mult m n)
```

These functions cannot only be used for their intended purpose. We can also invert them to define new operations. For instance, the subtraction function can be defined by means of add:

```curry
sub n m | add r m =:= n = r
         where r free
```

Note that we obtain a partial function, since there is no Peano number representation for negative numbers. By means of narrowing, a solution for the constraint `add r m =:= n` generates a binding for $r$. This binding is the result of `sub`.

For a solution of the Pythagorean triples, it is much easier to use Peano numbers instead of predefined integers. We can easily define a solution to this problem as follows:

```curry
pyt | (a ‘mult’ a) ‘add’ (b ‘mult’ b) =:= (c ‘mult’ c) = (a,b,c)
     where a,b,c free
```

---

1 The important difference to the definition of `pyt` is that the generating constraints like `c =:= member [1..]` are evaluated concurrently with the equation `a*a + b*b =:= c*c`. In the definition of `pyt'`, in contrast, the implication is that the run-time system should first solve the equation and then satisfy the generating constraints.
It is not necessary to define any generator functions at all. In combination with breadth first search, all solutions are generated.

Furthermore, if the result $c$ of the Pythagorean equation is already known (e.g., $c = 20$) and you are only interested in computing $a$ and $b$, then it is even possible to compute this information with depth first search. The given equation already restricts the search space to a finite domain.

```
pyt | c := intToPeano 20 &
  (a 'mult' a) 'add' (b 'mult' b) := (c 'mult' c) = (a,b,c)
where a,b,c free
```

We obtain the solutions: $(a, b) \in \{(0, 20), (12, 16), (16, 12), (20, 0)\}$.

Unfortunately, using Peano numbers is not appropriate for practical applications, as a simple computation using Peano numbers in PAKCS shows: computing the square of 1000 already takes 7 seconds. As a consequence, the developers of Curry [14] proposed the external type `Int` in combination with external operations which residuate on free variables.

In KiCS numbers are implemented as binary encodings of natural numbers, i.e., numbers greater than 0:

```
data Nat = IHi | O Nat | I Nat
```

The term `IHi` represents a one at the most significant place (the high bit). For example, the term `I (O IHi)` represents the number $1 \cdot 2^0 + 0 \cdot 2^1 + 1 \cdot 2^2 = 5$. The representation of each number is unique. If we had a full most significant bit by adding a constructor `OHi`, 5 would also be represented by `I (O (I OHi))` and `I (0 (I (O OHi)))`. This would render search spaces on numbers infinite.

In a second step natural numbers are extended with an algebraic sign and a zero to represent arbitrary integers.

```
data Int = Pos Nat | Zero | Neg Nat
```

To avoid redundant representations of numbers by leading zeros, the type `Nat` encodes only positive numbers. The leading one of the binary encoding (its most significant bit), terminates the `Nat` value. Applying the constructor `O` to a `Nat` duplicates it while `I` duplicates and afterwards increments it. Similarly, in pattern matching even numbers can be matched by `O` and odd numbers by `I`.

The implementation of the standard operations for numbers is presented in [6]. To get an impression how the implementation works, we present the definition of the addition for natural numbers here:

```
add :: Nat -> Nat -> Nat
IH  'add'  m = succ m 1 + m = m + 1
O n 'add' IH  = I n 2n + 1 = 2n + 1
O n 'add' O m = 0 (n 'add' m) 2n + 2m = 2 \cdot (n + m)
O n 'add' I m = I (n 'add' m) 2n + (2m + 1) = 2 \cdot (n + m) + 1
I n 'add' IH  = 0 (succ n) (2n + 1) + 1 = 2 \cdot (n + 1)
I n 'add' O m = I (n 'add' m) (2n + 1) + 2m = 2 \cdot (n + m) + 1
I n 'add' I m = 0 (succ n 'add' y) (2n + 1) + (2m + 1) = 2(n + 1 + m)
```
where \texttt{succ} is the successor function for \texttt{Nat}. Similarly, all standard definitions for numbers (\texttt{Nats} as well as \texttt{Ints}) can be implemented. In contrast to other Curry implementations, KiCS uses the presented declaration of integers along with the corresponding operations (\texttt{+}, \texttt{*}, \texttt{-}, \ldots) for arbitrary computations on numbers.

For example, the definition of Fibonacci numbers that will be used in the benchmarks of the next section is:

\begin{verbatim}
fib :: Nat -> Nat
fib n = case n of
  IHi -> IHi
  O IHi -> IHi
_ -> let pn=pred n in fib pn +^ fib (pred pn)
\end{verbatim}

Here \texttt{pred} is the predecessor function for \texttt{Nat}.

Using these numbers within KiCS, many search problems can be expressed as elegantly as using Peano numbers. For instance, all solutions for the Pythagorean triples problem can in KiCS (in combination with breadth first search) be computed with the following expression:

\begin{verbatim}
let a,b,c free in a*a + b*b =:= c*c &> (a,b,c)
\end{verbatim}

For a fixed \texttt{c}, e.g. previously bound by \texttt{c =:= 20}, all solutions are also computed by depth first search.

The same implementation is used for characters in KiCS, which allows to guess small strings as well. To avoid the overhead related to encoding characters as binary numbers, internally a standard representation as Haskell character is used in the case when characters are not guessed by narrowing.

### 5 Performance

Although we did not invest much time in optimizing our compiler yet, performance is promising, as the following benchmarks show:

- \texttt{naive}: naive reverse of a list with 10,000 elements
- \texttt{fib}: Fibonacci of 28, PAKCS and MCC use native integers
- \texttt{fib'}: Fibonacci of 28, all systems use number representation described in Section 4; for KiCS, \texttt{fib} and \texttt{fib'} are identical
- \texttt{XML}: Read and parse an XML document of almost 2MB
- \texttt{perm}: all possible permutations of the list \texttt{[1..8]} with depth first search (a purely non-deterministic computation)
- \texttt{permSort}: sort the list \texttt{[12,11..1]} by testing permutations (a non-deterministic computation depending heavily on call-time choice)
- \texttt{narrowLast}: compute the last element of a list with 50,000 elements purely by narrowing
- \texttt{constrLast}: compute the last element of a list with 50,000 elements purely by concurrent constraints and unification
– **logAppend**: a logic version of append, exploiting all advantages of unification, on two lists with 10,000 elements each.

– **ndParser**: non-deterministically parse a string which is very costly to compute. This example depends heavily on sharing across non-determinism as described in Section 1.

– **string**: time to compute the string parsed in the above example which is generated by using fib' above.

<table>
<thead>
<tr>
<th></th>
<th>PAKCS</th>
<th>MCC</th>
<th>KiCS</th>
</tr>
</thead>
<tbody>
<tr>
<td>naive</td>
<td>16.20 s</td>
<td>1.92 s</td>
<td>1.65 s</td>
</tr>
<tr>
<td>fib</td>
<td>5.80 s</td>
<td>0.10 s</td>
<td>0.10 s</td>
</tr>
<tr>
<td>fib'</td>
<td>2.28 s</td>
<td>0.20 s</td>
<td>0.10 s</td>
</tr>
<tr>
<td>XML</td>
<td>-</td>
<td>3.55 s</td>
<td>8.75 s</td>
</tr>
<tr>
<td>perm</td>
<td>0.98 s</td>
<td>0.52 s</td>
<td>0.76 s</td>
</tr>
<tr>
<td>permSort</td>
<td>1.36 s</td>
<td>0.56 s</td>
<td>1.61 s</td>
</tr>
<tr>
<td>narrowLast</td>
<td>1.55 s</td>
<td>0.80 s</td>
<td>1.11 s</td>
</tr>
<tr>
<td>constrLast</td>
<td>1.55 s</td>
<td>0.64 s</td>
<td>1.26 s</td>
</tr>
<tr>
<td>logAppend</td>
<td>0.24 s</td>
<td>0.01 s</td>
<td>0.34 s</td>
</tr>
<tr>
<td>ndParser</td>
<td>241.45 s</td>
<td>17.80 s</td>
<td>0.49 s</td>
</tr>
<tr>
<td>string</td>
<td>15.78 s</td>
<td>1.22 s</td>
<td>0.48 s</td>
</tr>
</tbody>
</table>

Loading the large XML file is not possible in PAKCS. The system crashes, since memory does not suffice. Also, the result that our number representation in PAKCS is faster than the native integers, is quite astonishing.

The comparison of the three systems is not without difficulty. For instance, a good proportion of the differences between MCC and KiCS on one hand and PAKCS on the other hand is due to memory allocation. Since both of the former systems use finally the gcc compiler, there are good possibilities to determine, e.g., the heap size allowed. We have made use of this possibility, allowing both MCC and KiCS the space needed for optimal performance, but we have found no way to do the same for PAKCS. Therefore, our benchmarks measure mostly the performance of the SICStus garbage collector.

The benchmarks also reveal that both unification and concurrent constraints in KiCS have to be improved. We think that the overhead of over 30 times in comparison to the MCC in example logAppend is real and has already come up in practical applications and also in comparison to PAKCS.

The last benchmark demonstrates what we have described in Section 1. Both, MCC and PAKCS have to compute the elements of the parsed string again and again. As the string is of length 30, this accumulates to an average overhead of 15 times of what is needed to compute the string.

### 6 Concluding Remarks

There exist many libraries to support real world applications written in Curry in the PAKCS system, e.g., for high level database programming [5], web applications [12] and graphical user interfaces [11]. We have already ported most of
the external functions provided in PAKCS and, thus, all applications can also be compiled with KiCS.

The implementation of KiCS has just started and there should be a lot of room for optimizations, which we want to investigate for future work. However, we think our approach is promising and it has already proven to be a good platform to experiment with new features for lazy functional-logic languages to further improve the integration of the two programming paradigms.
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Narrowing for first order functional logic programs with call-time choice semantics

F.J. López-Fraguas, J. Rodríguez-Hortalá, and J. Sánchez-Hernández

Abstract. In a recent work we have proposed let-rewriting, a simple one-step relation close to ordinary term rewriting but able, via local bindings, to express sharing of computed values. In this way, let-rewriting reflects the call-time choice semantics for non-determinism adopted by modern functional logic languages, where programs are rewrite systems possibly non-confluent and non-terminating. In this paper we extend that work providing a notion of let-narrowing which is adequate for call-time choice as proved by soundness and completeness results of let-narrowing with respect to let-rewriting. Completeness is based on a lifting lemma for let-rewriting similar to Hullot’s lifting lemma for ordinary rewriting and narrowing. Our work copes with first order, left linear, constructor-based rewrite systems with no other restrictions about confluence, termination or presence of extra variables in right-hand sides of rules.

1 Introduction

Programs in functional-logic languages (see [11] for a recent survey) are constructor-based term rewriting systems possibly non-confluent and non-terminating, as happens in the following example:

\[
\begin{align*}
\text{coin} & \rightarrow 0 \\
\text{repeat}(X) & \rightarrow X:\text{repeat}(X) \\
\text{coin} & \rightarrow 1 \\
\text{heads}(X:Y:Ys) & \rightarrow (X,Y)
\end{align*}
\]

Here \text{coin} is a 0-ary non-deterministic function that can be evaluated to 0 or 1, and \text{repeat} introduces non-termination on the system. The presence of non-determinism enforces to make a decision about call-time (also called singular) or run-time choice (or plural) semantics [14,21]. Consider for instance the expression \text{heads} (\text{repeat} (\text{coin} )):

- run-time choice gives (0,0), (0,1), (1,0) and (1,1) as possible results. Rewriting can be used for it as in the following derivation:

\[
\begin{align*}
\text{heads} (\text{repeat} (\text{coin} )) & \rightarrow \text{heads} (\text{coin} : \text{coin} : \ldots) \rightarrow \\
(\text{coin}, \text{coin}) & \rightarrow (0, \text{coin}) \rightarrow (0,1)
\end{align*}
\]

* This work has been partially supported by the Spanish projects Merit-Forms-UCM (TIN2005-09207-C03-03) and Promesas-CAM (S-0505/TIC/0407).
• under call-time choice we obtain only the values (0, 0) and (1, 1) (coin is evaluated only once and the corresponding value must be shared).

Modern functional-logic languages like Curry [12] or Toy [17] adopt call-time choice, as it seems more appropriate in practice. Although the classical theory of TRS (term rewriting systems) is the basis of some influential papers in the field, specially those related to needed narrowing [2], it cannot really serve as technical foundation if call-time choice is taken into account, because ordinary rewriting corresponds to run-time choice, and therefore is unsound (i.e., produces undesired values) for call-time choice, as shown in the example above. This was a main motivation for the CRWL\(^1\) framework [8, 9], that is considered an adequate semantic foundation (see [10]) for the paradigm.

From an intuitive point of view there must be a strong connection between CRWL and classical rewriting, but this has not received much attention in the past. Recently, in [15] we have started to investigate such a connection, by means of let-rewriting, that enhances ordinary rewriting with explicit let-bindings to express sharing, in a similar way to what was done in [18] for the \(\lambda\)-calculus. A discussion of the reasons for having proposed let-rewriting instead of using other existing formalisms like term graph-rewriting [19, 6] or specific operational semantics for FLP [1] can be found in [15].

In this paper we extend let-rewriting to a notion of let-narrowing. Our main result will be a lifting lemma for let-narrowing in the style of Hullot’s one for classical narrowing [13].

We do not pretend that let-narrowing as will be presented here can replace advantageously existing versions of narrowing like needed narrowing [2] or natural narrowing [7], which are well established as appropriate operational procedures for functional logic programs. Let-narrowing is more a complementary proposal: needed or natural narrowing express refined strategies with desirable optimality properties to be preserved in practice, but they need to be patched in implementations in order to achieve sharing (otherwise they are unsound for call-time choice). Let-rewriting and let-narrowing intend to be the theoretical basis of that patch, so that sharing needs not be left anymore out of the scope of technical works dealing with rewriting-based operational aspects of functional logic languages. Things are then well prepared for recasting in the future the needed or natural strategies to the framework of let-rewriting and narrowing.

The rest of the paper is organized as follows. Section 2 contains a short presentation of let-rewriting. Section 3 tackles our main goal, extending let-rewriting to let-narrowing and proving its soundness and completeness. Finally, Section 4 outlines some conclusion and future lines of research.

\(^1\) CRWL stands for Constructor-based ReWriting Logic.
2 Preliminaries

2.1 Constructor-based term rewrite systems

We consider a first order signature $\Sigma = CS \cup FS$, where $CS$ and $FS$ are two disjoint sets of constructor and defined function symbols respectively, all them with associated arity. We write $CS^n$ ($FS^n$ resp.) for the set of constructor (function) symbols of arity $n$. We write $c,d,\ldots$ for constructors, $f,g,\ldots$ for functions and $X,Y,\ldots$ for variables of a numerable set $\mathcal{V}$. The notation $\mathcal{F}$ stands for tuples of any kind of syntactic objects.

The set $\mathcal{E}$ of expressions is defined as $\mathcal{E} \ni e \coloneqq X \mid h(e_1,\ldots,e_n)$, where $X \in \mathcal{V}$, $h \in CS^n \cup FS^n$ and $e_1,\ldots,e_n \in \mathcal{E}$. The set $CTerm$ of constructed terms (or c-terms) is defined like $\mathcal{E}$, but with $h$ restricted to $CS^n$ (so $CTerm \subseteq \mathcal{E}$). The intended meaning is that $\mathcal{E}$ stands for evaluable expressions, i.e., expressions that can contain function symbols, while $CTerm$ stands for data terms representing values. We will write $e,e',\ldots$ for expressions and $t,s,\ldots$ for c-terms. The set of variables occurring in an expression $e$ will be denoted as $\text{var}(e)$.

We will frequently use one-hole contexts, defined as:

$$\text{Cntxt} \ni \mathcal{C} \coloneqq [\emptyset] \mid h(e_1,\ldots,e_n) \quad (h \in CS^n \cup FS^n)$$

The application of a context $\mathcal{C}$ to an expression $e$, written by $\mathcal{C}[e]$, is defined inductively by:

$$[\emptyset][e] = e \quad h(e_1,\ldots,e_n)[e] = h(e_1,\ldots,\mathcal{C}[e],\ldots,e_n)$$

The set $\text{Subst}$ of substitutions consists of finite mappings $\theta : \mathcal{V} \rightarrow \mathcal{E}$ (i.e., mappings such that $\theta(X) \neq X$ only for finitely many $X \in \mathcal{V}$), which extend naturally to $\theta : \mathcal{E} \rightarrow \mathcal{E}$. We write $e\theta$ for the application of $\theta$ to $e$, and $\theta\theta'$ for the composition of substitutions, defined by $X(\theta\theta') = (X\theta)\theta'$. The domain and range of $\theta$ are defined as $\text{dom}(\theta) = \{X \in \mathcal{V} \mid X\theta \neq X\}$ and $\text{ran}(\theta) = \bigcup_{X \in \text{dom}(\theta)} \text{var}(X\theta)$. If $\text{dom}(\theta) \cap \text{dom}(\theta') = \emptyset$, then $\theta\cup\theta'$ is defined by $X(\theta\cup\theta') = X\theta$ ($X\theta'$ resp.) for $X \in \text{dom}(\theta)$ ($X \in \text{dom}(\theta')$ resp.). Given $W \subseteq \mathcal{V}$ we write by $\theta|_W$ the restriction of $\theta$ to $W$, and $\theta|_{\mathcal{V}\setminus D}$ is a shortcut for $\theta|_{(\mathcal{V}\setminus D)}$. We will sometimes write $\theta = \sigma|_W$ instead of $\theta|_W = \sigma|_W$. In most cases we will use c-substitutions $\theta \in CSubst$, verifying that $X\theta \in CTerm$ for all $X \in \text{dom}(\theta)$. We say that $e$ subsumes $e'$, and write $e \preceq e'$, if $e\theta = e'$ for some $\theta$; we write $\theta \preceq \theta'$ if $X\theta \preceq X\theta'$ for all variables $X$ and $\theta \preceq \theta'[W]$ if $X\theta \preceq X\theta'$ for all $X \in W$.

The shell $|e|$ of an expression $e$, that represents the outer constructed part of $e$, is defined as follows:

$$|X| = X$$
$$|c(e_1,\ldots,e_n)| = c(|e_1|,\ldots,|e_n|)$$
$$|f(e_1,\ldots,e_n)| = \bot$$

Here $\bot$ represents the semantic value undefined; when $\bot$ is added to $CS$ as a new constant, we obtain the sets $Expr_{\bot}$ and $CTerm_{\bot}$ of partial expressions.
and c-terms respectively, playing an important role in the CRWL semantics \[8, 9\], but of secondary importance here since \(\bot\) will not appear in programs nor computations. Partial expressions are ordered by the approximation ordering \(\sqsubseteq\) defined as the least partial ordering satisfying \(\bot \sqsubseteq e\) and \(e \sqsubseteq e' \Rightarrow C[e] \sqsubseteq C[e']\) for all \(e, e' \in Exp\), \(C \in Cntxt\).

A constructor-based term rewriting system \(\mathcal{P}\) (also called program along this paper) is a set of c-replace rules of the form \(f(\overline{t}) \rightarrow e\) where \(f \in FS^{n}\), \(e \in Exp\) and \(\overline{t}\) is a linear \(n\)-tuple of c-terms, where linearity means that variables occur only once in \(\overline{t}\). Notice that we allow \(e\) to contain extra variables, i.e., variables not occurring in \(\overline{t}\). Given a program \(\mathcal{P}\), its associated rewrite relation \(\rightarrow_{\mathcal{P}}\) is defined as: \(\mathcal{C}[l\theta] \rightarrow_{\mathcal{P}} \mathcal{C}[r\theta]\) for any context \(\mathcal{C}\), rule \(l \rightarrow r \in \mathcal{P}\) and \(\theta \in \text{Subst}\). Notice that in the definition of \(\rightarrow_{\mathcal{P}}\) it is allowed for \(\theta\) to instantiate extra variables to any expression. We write \(\rightarrow_{\mathcal{P}}\) for the reflexive and transitive closure of the relation \(\rightarrow_{\mathcal{P}}\). In the following, we will usually omit the reference to \(\mathcal{P}\).

### 2.2 Rewriting with local bindings

In \[15\] we have proposed let-rewriting as an alternative rewriting relation for constructor-based term rewriting systems that uses let-bindings to get an explicit formulation of sharing, i.e., call-time choice semantics. Although the primary goal for this relation was to establish a closer relationship between classical rewriting and the CRWL-framework of \[9\], let-rewriting is interesting in its own as a simple one-step reduction mechanism for call-time choice. This relation manipulates let-expressions, defined as:

\[
LExp \ni e ::= X \mid h(e_1, \ldots, e_n) \mid \text{let } X = e_1 \text{ in } e_2
\]

where \(X \in V\), \(h \in CS \cup FS\), and \(e_1, \ldots, e_n \in LExp\). The notation \(\overline{X} = e \in e'\) abbreviates \(\text{let } X_1 = e_1 \text{ in } \ldots \text{ in } \text{let } X_n = e_n \text{ in } e'\). The notion of one-hole context is also extended to the new syntax:

\[
\mathcal{C} ::= [\, \mid \text{let } X = \mathcal{C} \text{ in } e \mid \text{let } X = e \text{ in } \mathcal{C} \mid h(\ldots, \mathcal{C}, \ldots)
\]

The shell of a let-expression is defined by adding the case \(|\text{let } X = e_1 \text{ in } e_2| = |e_2|[X/e_1]|\) to the definition of the previous section. Notice that shells do not contain lets.

**Free and bound (or produced)** variables of \(e \in LExp\) are defined as:

\[
\begin{align*}
FV(X) &= \{X\}; \\
FV(h(\overline{e})) &= \bigcup_{e_i \in \overline{e}} FV(e_i); \\
FV(\text{let } X = e_1 \text{ in } e_2) &= FV(e_1) \cup (FV(e_2) \setminus \{X\}); \\
BV(X) &= \emptyset; \\
BV(h(\overline{e})) &= \bigcup_{e_i \in \overline{e}} BV(e_i); \\
BV(\text{let } X = e_1 \text{ in } e_2) &= BV(e_1) \cup BV(e_2) \cup \{X\}
\end{align*}
\]

Notice that the given definition of \(FV(\text{let } X = e_1 \text{ in } e_2)\) precludes recursive let-bindings in the language since the possible occurrences of \(X\) in \(e_1\) are not considered bound and therefore refer to a ‘different’ \(X\). As frequent with formalisms that bind variables, we assume implicitly that an expression can be
identified with the one resulting of consistently renaming its bound variables. We assume also a variable convention according to which the same variable symbol does not occur free and bound within an expression. Moreover, to keep simple the management of substitutions, we assume that whenever \( \theta \) is applied to an expression \( e \in LExp \), the necessary renamings are done in \( e \) to ensure that \( BV(e) \cap (\text{dom}(\theta) \cup \text{ran}(\theta)) = \emptyset \). With all these conditions the rules defining application of substitutions are simple while avoiding variable capture:

\[
X\theta = \theta(X); \quad h(\bar{x})\theta = h(\bar{e}\theta); \quad (\text{let } X = e_1 \text{ in } e_2)\theta = (\text{let } X = e_1\theta \text{ in } e_2\theta)
\]

The let-rewriting relation \( \rightarrow_l \), as defined in [15], is shown in Figure 1. The rule (Fapp) performs a rewriting step in a proper sense, using a rule of the program and a matching substitution \( \theta \). Note that only c-substitutions are allowed, to avoid copying of unevaluated expressions which would destroy sharing and call-time choice. Notice also that \( \theta \) may substitute any c-term for the extra variables in the used program rule. The rule (Contx) allows to select any subexpression as a redex for the derivation. The rest of the rules are syntactic manipulations of let-expressions. In particular (LetIn) transforms standard expressions by introducing a let-binding to express sharing. On the other hand, (Bind) removes a let-construction for a variable when its binding expression has been evaluated. (Elim) allows to remove a binding when the variable does not appear in the body of the construction, which means that the corresponding value is not needed for evaluation. This rule is needed because the expected normal forms are c-terms not containing lets. (Flat) is needed for flattening nested lets, otherwise some reductions could become wrongly blocked or forced to diverge (see [15]). Figure 2 contains a let-rewriting derivation for the expression \( \text{heads} (\text{repeat} (\text{coin})) \) using the program example of Sect. 1. At each step we indicate the used rule (in many occasions in combination with (Contx), but this is not made explicit).

\[
\begin{align*}
\text{(Contx) } C[e] & \rightarrow_l C[e'], \quad \text{if } e \rightarrow_l e', \ C \in \text{Cntxt} \\
\text{(LetIn) } h(\ldots, e, \ldots) & \rightarrow_l \text{let } X = e \text{ in } h(\ldots, X, \ldots) \\
& \quad \text{if } h \in CS \cup FS, \ e \text{ takes one of the forms } e \equiv f(e') \text{ with } f \in FS^n \text{ or } e \equiv \text{let } Y = e' \text{ in } e'', \ \text{and } X \text{ is a fresh variable} \\
\text{(Flat) } & \text{let } X = (\text{let } Y = e_1 \text{ in } e_2) \text{ in } e_3 \rightarrow_l \text{let } Y = e_1 \text{ in } (\text{let } X = e_2 \text{ in } e_3) \\
& \quad \text{assuming that } Y \text{ does not appear free in } e_3 \\
\text{(Bind) } & \text{let } X = t \text{ in } e \rightarrow_l e[X/t], \quad \text{if } t \in \text{CTerm} \\
\text{(Elim) } & \text{let } X = e_1 \text{ in } e_2 \rightarrow_l e_2, \quad \text{if } X \text{ does not appear free in } e_2 \\
\text{(Fapp) } & f(t_1\theta, \ldots, t_n\theta) \rightarrow_l e\theta, \quad \text{if } f(t_1, \ldots, t_n) \rightarrow \in \mathcal{P}, \ \theta \in \text{CSubst}
\end{align*}
\]

Fig. 1. Rules of let-rewriting
It is well known that in functional logic computations there are situations where rewriting is not enough, and must be lifted to some kind of narrowing, because the expression being reduced contains variables for which different bindings might produce different evaluation results. This might happen either because variables are already present in the initial expression to reduce, or due to the presence of extra variables in the program rules. In the latter case let-rewriting certainly works, but not in an effective way, since the parameter passing substitution in the rule \((\text{Fapp})\) of Figure 1 ‘magically’ guesses the appropriate values for those extra variables (see Example 2). Although some works \([3, 5, 4]\) have proved that this process of guessing can be replaced by a systematic non-deterministic generation of all (ground) possible values, the procedure does not cover all aspects of narrowing, since narrowing is able to produce non-ground answers, while generator functions are not.

The standard definition of narrowing as a lifting of rewriting in ordinary TRS says (adapted to the notation of contexts): 

\[
C[f(t)] \rightarrow_{\theta} C\theta[r\theta], 
\]

if \(\theta\) is a mgu of \(f(t)\) and \(f(\overline{s})\), where \(f(\overline{s}) \rightarrow r\) is a fresh variant of a rule of the TRS. We note that frequently the narrowing step is not decorated with the whole unifier \(\theta\), but with its projection over the variables in the narrowed expression. The condition that the binding substitution \(\theta\) is a mgu can be relaxed to accomplish with certain narrowing strategies like needed narrowing \([2]\), which use unifiers but not necessarily most general ones.

This definition of narrowing cannot be directly translated as it is to the case of let-rewriting, for two important reasons. The first is not new: because of call-time choice, binding substitutions must be c-substitutions, as already happened in let-rewriting. The second is that produced variables (those introduced by \((\text{LetIn})\) and bound in a let construction) should not be narrowed, because their
role is to express intermediate values that are evaluated at most once and shared, according to call-time choice. Therefore the value of produced variables should be better obtained by evaluation of their binding expressions, and not by bindings coming from narrowing steps. Furthermore, to narrow on produced variables destroys the structure of let-expressions.

The following example illustrates some of the points above.

**Example 1.** Consider the following program over natural numbers (represented with constructors 0 and s):

\[
\begin{align*}
0 + Y & \rightarrow Y \\
s(X) + Y & \rightarrow s(X + Y) \\
0 == 0 & \rightarrow true \\
0 == s(Y) & \rightarrow false \\
coin & \rightarrow 0
\end{align*}
\]

Notice that the rule for even has an extra variable Y. With this program, the evaluation of \(even(coin)\) by let-rewriting could start as follows:

\[
\begin{align*}
\text{even}(\text{coin}) & \rightarrow \text{l} \text{let } X = \text{coin} \text{ in } \text{even}(X) \\
& \rightarrow \text{l} \text{let } X = \text{coin} \text{ in if } (Y + Y == X) \text{ then true} \\
& \rightarrow \text{l} \text{let } X = \text{coin} \text{ in let } U = Y + Y \text{ in let } V = (U == X) \text{ in if } V \text{ then true} \\
& \rightarrow \text{l} \text{let } U = Y + Y \text{ in let } V = (U == 0) \text{ in if } V \text{ then true}
\end{align*}
\]

Now, all function applications involve variables and therefore narrowing is required to continue the evaluation. But notice that if we perform classical narrowing in (for instance) if \(V\) then \(true\), then the binding \(\{V/true\}\) is created. What to do with this binding in the surrounding context? If the binding is textually propagated to the whole expression, we obtain

\[
\text{let } U = Y + Y \text{ in let } V = (U == 0) \text{ in true}
\]

which is not a legal expression of \(LExp\) (due to the binding \(let \text{ true } = (U == 0)\)). If, as it could seem more correct by our variable convention, we rename the \(V\) occurring as produced in the context, we would obtain

\[
\text{let } U = Y + Y \text{ in let } W = (U == 0) \text{ in true}
\]

losing the connection between \(V\) and \(true\); as a result, the expression above reduces now to \(true\) only 'by chance', and the same result would have been obtained also if \(coin\) had been reduced to \(s(0)\) instead of 0, which is obviously wrong.

A similar situation would arise if narrowing was done in \(U == 0\), giving the binding \(\{U/0\}\). The problem in both cases stems from the fact that \(V, U\) are bound variables. What is harmless is to perform narrowing in \(Y + Y\) (\(Y\) is a free variable). This gives the binding \(\{Y/0\}\) and the result 0 for the subexpression \(Y + Y\). Put in its surrounding context, the derivation above would continue as follows:

\[
\begin{align*}
\text{let } U = 0 \text{ in let } V = (U == 0) \text{ in if } V \text{ then true} \\
& \rightarrow \text{l} \text{let } V = (0 == 0) \text{ in if } V \text{ then true} \\
& \rightarrow \text{l} \text{let } V = \text{true} \text{ in if } V \text{ then true} \\
& \rightarrow \text{l if } \text{true then true} \rightarrow \text{l true}
\end{align*}
\]
The previous example shows that let-narrowing must protect produced variables against bindings. To express this we could add to the narrowing relation a parameter containing the set of protected variables. Instead of that, we have found more convenient to consider a distinguished set $PVar \subset V$ of produced variables notated as $X_p, Y_p, \ldots$, to be used according to the following criteria: variables bound in a let expression must belong to $PVar$ (therefore let expressions have the form $let \ X_p=e \ in \ e'$); program rules (and fresh variants of them) do not use variables of $PVar$; the parameter passing c-substitution $\theta$ in the rule (Fapp) of let-rewriting replaces extra variables in the rule by c-terms not having variables of $PVar$; and rewriting (or narrowing) sequences start with initial expressions $e$ not having free occurrences of produced variables (i.e., $FV(e) \cap PVar = \emptyset$). Furthermore we will need the following notion:

**Definition 1 (Admissible substitutions).** A substitution $\theta$ is called admissible iff $\theta \in CSubst$ and $(\text{dom}(\theta) \cup \text{ran}(\theta)) \cap PVar = \emptyset$.

Admissible substitutions do not interfere with produced variables, and play a role in the results relating let-narrowing and let-rewriting that can be found below. A nice property of admissible substitutions is that $\theta$ is admissible if and only if $\theta$ is a unifier of $f(t)$ and $f(p)$. To avoid unnecessary loss of generality or applicability of our approach, we do not impose $\theta$ to be a mgu. We stress the fact that Th. 1 guarantees soundness of this ‘liberal’ let-narrowing (which implies soundness of let-narrowing restricted to use only mgu’s), and completeness is stated and proved in Th. 215.

---

**Fig. 3. Rules of let-narrowing**

- **(Contx) $C[e] \leadsto^{\epsilon} \theta C[\theta[e']]$** if $e \leadsto^{\epsilon} \theta e'$, $C \in \text{Cntxt}$
- **(Narr) $f(t) \leadsto^{\epsilon}_{FV(f(t))} r\theta$, for any fresh variant $(f(p) \rightarrow r) \in P$ and $\theta \in CSubst$** such that:
  1. $f(t)\theta = f(p)\theta$.
  2. $\text{dom}(\theta) \cap PVar = \emptyset$.
  3. $\text{ran}(\theta \setminus FV(f(p))) \cap PVar = \emptyset$.
- **(X) $e \leadsto^{\epsilon} e'$** if $e \leadsto^{\epsilon} e'$ using $X \in \{\text{Elim}, \text{Bind}, \text{Flat}, \text{LetIn}\}$.

---

The rule (Narr) requires some explanations:

- We impose $\theta \in CSubst$ to ensure that call-time choice is respected, as in the rule (Fapp) of let-rewriting.
- The condition (i) simply expresses that $\theta$ is a unifier of $f(t)$ and $f(p)$. To avoid unnecessary loss of generality or applicability of our approach, we do not impose $\theta$ to be a mgu. We stress the fact that Th. 1 guarantees soundness of this ‘liberal’ let-narrowing (which implies soundness of let-narrowing restricted to use only mgu’s), and completeness is stated and proved in Th.
2 for let-narrowing using mgu’s (which implies completeness of unrestricted let-narrowing).

- The condition (ii) expresses the protection of produced variables against narrowing justified in Example 1.
- Condition (iii) is a subtle one stating that the bindings in $\theta$ for extra variables and for variables in the expression being narrowed do not introduce produced variables. Otherwise, undesired situations arise, when (Narr) is combined with (Contx). Consider for instance, the program rules $f \rightarrow Y$ and $\text{loop} \rightarrow \text{loop}$ and the expression $\text{let } X_p = \text{loop in } f$. This expression could be reduced in the following way:

$$\text{let } X_p = \text{loop in } f \leadsto^t \text{let } X_p = \text{loop in } Z$$

by applying (Narr) to $f$ with $\theta = \epsilon$ taking the fresh variant rule $f \rightarrow Z$, and using (Contx) for the whole expression. If we drop condition (iii) we could perform a similar derivation using the same fresh variant of the rule for $f$, but now using the substitution $\theta = \{Z/X_p\}$:

$$\text{let } X_p = \text{loop in } f \leadsto^t \text{let } X_p = \text{loop in } X_p$$

which is certainly not intended because the free variable $Z$ in the previous derivation appears now as a produced variable, i.e., we get an undesired capture of variables.

On the other hand, we also remark that if the substitution $\theta$ in (Narr) is chosen to be a standard mgu$^2$ of $f(t)$ and $f(p)$ (which is always possible) then the condition (iii) is always fulfilled.

- Notice finally that in a (Narr)-step not the whole $\theta$ is recorded, but only its projection over the relevant variables, i.e. the variables in the narrowed expression. This, together with (i) and (ii), guarantees that the annotated substitution is an admissible one, a property not fulfilled in general by the whole $\theta$, since the parameter passing (one of the roles of $\theta$) might bind variables coming from the program rule to terms containing produced variables (as for example with the program $\{f(X) \rightarrow 0, \text{loop} \rightarrow \text{loop}\}$ and the step $\text{let } X_p = \text{loop in } f(X_p) \leadsto^t \text{let } X_p = \text{loop in } 0$, which uses $\theta = \{X/X_p\}$).

Regarding the rule (Contx), notice that $\theta$ is either $\epsilon$ or is obtained by (Narr) applied to the inner $e$. By the conditions imposed over unifiers in (Narr), $\theta$ does not bind any produced variable, including those in let expressions surrounding $e$, which guarantees that any piece of the form $\text{let } X_p = r \text{ in } \ldots$ occurring in $C$ becomes $\text{let } X_p = r \theta \text{ in } \ldots$ in $C\theta$ after the narrowing step. Furthermore, conditions of (Narr) ensure also that no produced variable capture is generated. The one-step relation $\leadsto^t_{\theta}$ is extended in the natural way to the multiple-steps narrowing relation $\leadsto^{t^*}_{\theta}$, which is defined as the least reflexive relation verifying:

$$e \sim^t_{\theta} e \quad e \sim^t_{\theta_1} e_1 \sim^t_{\theta_2} \ldots \sim^t_{\theta_n} e' \Rightarrow e \sim^{t^*}_{\theta_1 \ldots \theta_n} e'$$

$^2$ By standard mgu of $t, s$ we mean an idempotent mgu $\theta$ with $\text{dom}(\theta) \cup \text{ran}(\theta) \subseteq \text{var}(t) \cup \text{var}(s)$.
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We write $e \leadsto_0^n e'$ for a n-steps narrowing sequence. Observe that with the given definitions of one-step and multiple-step narrowing, $e \leadsto_0^1 e'$ implies $\text{dom}(\theta) \subseteq FV(e)$, but this is not necessarily true for $e \leadsto_0^2 e'$, since narrowing with a program rule with extra variables may introduce new free variables, whose bindings in later narrowing steps would be recorded and collected in the overall $e \leadsto_0^n e'$. However, to project the accumulated $\theta$ over $FV(e)$, as is done in one step, does not cause any essential harm and would require only minor changes in our results and proofs.

**Example 2.** Example 1 essentially contains already a narrowing derivation. For the sake of clarity, we repeat it in Figure 4 making explicit the rule of let-narrowing used at each step (maybe in combination with (Contx), which is not written). Besides, if the step uses (Narr), the narrowed expression is underlined. Notice that all (Narr) steps in the derivation except one have $\epsilon$ as narrowing substitution (because of the projection over the variables of the narrowed expression), so they are really rewriting steps. An additional remark that could help to further explain the relation between let-narrowing and let-rewriting is the following: since we have $\text{even}(\text{coin}) \leadsto_0^1 \text{true}$ for some $\theta$, but $\text{even}(\text{coin})$ is ground, Th. 1 in next section ensures that there must be also a successful let-rewriting derivation $\text{even}(\text{coin}) \rightarrow_l \text{true}$. This derivation could have the form:

\[
\begin{align*}
\text{even}(\text{coin}) & \rightarrow_l \\
\text{let } X_p = \text{coin in } \text{even}(X_p) & \rightarrow_l \\
\text{let } X_p = \text{coin in if } (0 + 0 == X_p) & \text{ then true } \rightarrow_l \\
\text{true} & \rightarrow_l
\end{align*}
\]

The indicated (Fapp)-step in this let-rewriting derivation has used the substitution $\{Y/0\}$, thus anticipating and ‘magically guessing’ the right value of the extra variable $Y$ of the rule of even. In contrast, in the let-narrowing derivation the binding for $Y$ is not done while reducing $\text{even}(X)$ but in a later (Narr)-step.

---

- \( \text{even}(\text{coin}) \leadsto_0^1 \) (LetIn)
- \( \text{let } X_p = \text{coin in } \text{even}(X_p) \leadsto_0^1 \) (Narr)
- \( \text{let } X_p = \text{coin in if } Y + Y == X_p \text{ then true } \leadsto_0^3 \) (LetIn)\(^2\), (Flat)
- \( \text{let } X_p = \text{coin in if } U_p = Y + Y \text{ in } \text{let } X_p = \text{coin in if } V_p \text{ then true } \leadsto_0^1 \) (Narr)
- \( \text{let } X_p = \text{coin in if } U_p = (Y + Y) \text{ in } \text{let } X_p = \text{coin in if } V_p \text{ then true } \leadsto_0^1 \) (Narr)
- \( \text{let } X_p = 0 \text{ in } \text{let } U_p = Y + Y \text{ in } \text{let } X_p = \text{coin in if } V_p \text{ then true } \leadsto_0^1 \) (Bind)
- \( \text{let } U_p = Y + Y \text{ in } \text{let } V_p = (U_p == 0) \text{ in } \text{let } V_p = \text{coin in if } V_p \text{ then true } \leadsto_0^1 \) (Narr)
- \( \text{let } U_p = 0 \text{ in } \text{let } V_p = (U_p == 0) \text{ in } \text{let } V_p = \text{coin in if } V_p \text{ then true } \leadsto_0^1 \) (Narr)
- \( \text{let } V_p = (0 == 0) \text{ in } \text{let } V_p = \text{coin in if } V_p \text{ then true } \leadsto_0^1 \) (Narr)
- \( \text{let } V_p = \text{true in if } V_p \text{ then true } \leadsto_0^1 \) (Narr)
- \( \text{if true then true } \leadsto_0^1 \) (Narr)
- \( \text{true} \)
over \(Y+Y\). This corresponds closely to the behavior of systems narrowing-based systems like Curry or Toy.

3.1 Soundness and completeness of let-narrowing

In this section we show the adequacy of let-narrowing wrt let-rewriting. We assume a fixed program \(P\). The following useful property of let-rewriting will be employed in some proofs:

**Lemma 1 (Closedness of \(\rightarrow_l\) under c-substitutions).** For any \(e, e' \in LExp\) and \(\theta \in CSubst\) we have \(e \rightarrow_l^* e'\) implies \(e\theta \rightarrow_l^* e'\theta\).

*Proof.* A simple induction on the length of the derivation \(e \rightarrow_l^* e'\) (see [20] for details).

Now we are ready to prove *soundness*, as stated in the following result:

**Theorem 1 (Soundness of let-narrowing).** For any \(e, e' \in LExp\), \(e \sim_\theta^l e'\) implies \(e\theta \rightarrow_l^* e'\theta\).

*Proof.* We first prove soundness of one step of narrowing, that is: \(e \sim_0^l e'\) implies \(e\theta \rightarrow_l e'\). We proceed by a case distinction over the applied rule of let-narrowing. The cases of \((\text{Elim})\), \((\text{Bind})\), \((\text{Flat})\) and \((\text{LetIn})\) are trivial, since narrowing and rewriting coincide for these rules. For \((\text{Narr})\), assume \(f(\overline{t}) \sim_0^l \theta|_{FV(f(\overline{t}))} r\theta\) with \((f(\overline{t}))\theta \equiv (f(\overline{p}))\theta\); then we have \((f(\overline{t}))\theta|_{FV(f(\overline{t}))} \equiv (f(\overline{p}))\theta\) and we can perform a let-rewriting step \((f(\overline{t}))\theta|_{FV(f(\overline{t}))} \rightarrow_l r\theta\), by \((\text{Fapp})\), using \(\theta\) as matching substitution.

For the rule \((\text{Contx})\), assume \(C[e] \sim_0^l C\theta[e']\) with \(e \sim_0^l e'\), where the step \(e \sim_0^l e'\) does not involve again the rule \((\text{Contx})\) (notice that several nested applications of \((\text{Contx})\) can be reduced to a unique application of such a rule just choosing the appropriate context). Since we have proved the rest of the cases we get \(e\theta \rightarrow_l e'\). Since \(\theta\) is admissible as it is \(\epsilon\) or comes from a \((\text{Narr})\)-step, we have \((C[e])\theta \equiv C\theta[e\theta]\). Therefore, using the rule \((\text{Contx})\) of let-rewriting we obtain \((C[e])\theta \equiv C\theta[e\theta] \rightarrow_l C\theta[e']\).

For the case of several steps \(e \sim_0^n e'\), we proceed by induction over the number of steps \(n\). If \(n = 0\) we have that \(e \sim_0^e e\), but also \(e \sim_0^0 e\). If \(n > 0\) we will have \(e \sim_0^e e'' \sim_0^{n-1} e'\) with \(\theta = \sigma\gamma\). Because of the just proved soundness of one step of narrowing, we have \(e\sigma \rightarrow_l e''\) and therefore \(e\sigma\gamma \rightarrow_l e''\gamma\), because \(\rightarrow_l\) is closed under c-substitutions (Lemma 1). But then, since \(e''\gamma \rightarrow_l e'\) by the induction hypothesis, we conclude \(e\theta \equiv e\sigma\gamma \rightarrow_l^* e'\), as desired. □

Completeness is, as usual, more complicated to prove. The key result is the following generalization of Hullot’s *lifting lemma* for classical rewriting and narrowing [13], to the framework of let-rewriting. This lemma states that any rewrite sequence for a particular instance of an expression can be generalized by a narrowing derivation.
Lemma 2 (Lifting lemma for let-rewriting). Let \( e, e' \in LExp \) such that \( e \theta \rightarrow^*_l e' \) for an admissible \( \theta \), and let \( W \) be a finite set of variables with \( \text{dom}(\theta) \cup \text{FV}(e) \subseteq W \). Then there exist a let-narrowing derivation \( e \rightarrow^*_n e'' \) and an admissible \( \theta' \) such that \( e'' \theta' = e' \) and \( \sigma \theta' = \theta | W \). Besides, the let-narrowing derivation can be chosen to use mgu’s at each \((\text{Narr})\) step. Graphically:

\[
\begin{align*}
    e & \xrightarrow{\theta} e' \\
    e & \xrightarrow{\theta} e'' \\
    e & \xrightarrow{\theta} e''
\end{align*}
\]

Proof. We first prove the result for one-step derivations \( e \theta \rightarrow^*_l e' \). We distinguish cases depending on the rule of let-rewriting applied for the step.

**X** All the cases included here \((\text{Elim, Bind, Flat, LetIn})\) can be proved easily taking \( \sigma = e, \theta' = \theta \), and performing the let-narrowing step with the same \( X \) rule.

**Fapp** Then \( e = f(t_1, \ldots, t_n) \) and the step given was \( e \theta = f(t_1, \ldots, t_n, \theta) \rightarrow^*_l s \gamma (f(p_1, \ldots, p_n) \rightarrow s) \in \mathcal{P} \) and \( \gamma \in CSubst \) such that \( f(p) \gamma = f(T) \theta \). We will see how to build the following diagram:

\[
\begin{align*}
    e & \equiv f(T) \xrightarrow{\theta} e'' \\
    e & \equiv f(T) \xrightarrow{\theta} e'' \\
    e & \equiv f(T) \xrightarrow{\theta} e''
\end{align*}
\]

Without loss of generality we can suppose that the variant of the program rule used in the step is fresh and \( \text{dom}(\gamma) \subseteq \text{FV}(f(p) \rightarrow s) \), so \( \gamma \psi \theta \) is correctly defined and it is a unifier of \( f(p) \) and \( f(T) \). But then there must exist \( \sigma_0 = \text{mgu}(p, T) \) with \( \text{dom}(\sigma_0) \subseteq \text{dom}(\gamma \psi \theta) \), so \( \text{dom}(\sigma_0) \cap \text{PVar} = \emptyset \) as no \( \text{PVar} \) is present in the domains of \( \gamma \) (as no \( \text{PVar} \) is present in a variant of a program rule) and \( \theta \) (as it is admissible). Besides, \( \text{ran}(\sigma_0 | \text{FV}(f(p))) \cap \text{PVar} = \emptyset \), as the only produced variables introduced by a mgu are those needed to unify, in this case those in \( \text{ran}(\sigma_0 | \text{FV}(f(p))) \); and \( \sigma_0 \in CSubst \) as it is the mgu of a pair of tuples of c-terms. So we can choose \( \sigma = \sigma_0 | \text{FV}(f(T)) \) to perform \( e \equiv f(T) \rightarrow^*_n s \sigma_0 e'' \). Now we can define \( \theta' = \theta'_0 \cup \theta'_1 \), where:

- As \( \gamma \psi \theta \) is a unifier of \( f(p) \) and \( f(T) \) then \( \sigma_0 \preceq (\gamma \psi \theta) \) and so \( \exists \theta'_1 \in CSubst \) such that \( \sigma_0 \theta'_1 = \gamma \psi \theta \) and \( \text{dom}(\theta'_1) \subseteq \text{ran}(\sigma_0) \cup (\text{dom}(\gamma \psi \theta) \setminus \text{dom}(\sigma_0)) \).
- \( \theta'_0 = \theta \setminus (\text{dom}(\sigma'_1) \cup \text{FV}(f(T))) \).

Obviously \( \text{dom}(\theta'_0) \cap \text{dom}(\theta'_1) = \emptyset \), hence \( \theta' \) is correctly defined. Besides \( \text{dom}(\theta'_0) \cap (\text{FV}(f(T)) \cup \text{FV}(f(p))) = \emptyset \), as if \( X \in \text{FV}(f(T)) \) then \( X \notin \text{dom}(\theta'_0) \) by definition; and if \( X \in \text{FV}(f(p)) \) then it belongs to the fresh variant and so \( X \notin \text{dom}(\theta) \).
\textit{dom}(\theta'_0). Now it can be shown that \theta' is admissible.
\begin{itemize}
  \item $c'' \theta' = s_0 \sigma_c \theta' \equiv s_0 \sigma_c \theta'_1$ because given $X \in FV(s_0)$ if $X \in FV(s)$ then it belongs to the fresh variant and so $X \not\in \text{dom}(\sigma)$ or $X \not\in \text{dom}(\theta'_0)$; and if $X \in \text{ran}(\sigma_0) \subseteq FV(f(T)) \cup FV(f(\overline{p}))$ (as $\sigma_0 = \mu_{\text{gu}(p, T)}$) then $X \not\in \text{dom}(\theta'_0)$ because $\text{dom}(\theta'_0) \cap \{FV(f(T)) \cup FV(f(\overline{p}))\} = \emptyset$. But $s_0 \sigma_c \theta'_1 \equiv s(\gamma \cup \theta) \equiv s \gamma \equiv c'$, because $s_0 \sigma_c \theta'_1 = \gamma \cup \theta$ and $s$ is part of the fresh variant.
  \item $\sigma \theta' = \theta|W|$: Given $X \in W$, if $X \in FV(f(T))$ then $X \not\in \text{dom}(\sigma)$ and so $\theta(X) = (\gamma \cup \theta)(X) \equiv \sigma \theta'_1(X) = \sigma \theta'_1(X)$, as $\sigma \theta'_1 = \theta \cup \gamma$ and $\sigma = \sigma|_{FV(T)}$. But $\sigma \theta'_1(X) \equiv \sigma \theta'(X)$ because given $Z \in FV(\sigma(X))$, if $Z \equiv X$ then as $X \in FV(f(T))$ then $Z \equiv X \not\in \text{dom}(\theta'_0)$ by definition of $\theta'_0$; if $Z \in \text{ran}(\sigma) \subseteq \text{ran}(\sigma_0)$ then $Z \not\in \text{dom}(\theta'_0)$, as we saw before.
\end{itemize}

On the other hand, $(W \setminus FV(f(T))) \cap (FV(f(T)) \cup FV(f(\overline{p}))) = \emptyset \cup \emptyset = \emptyset$, because $FV(f(\overline{p}))$ is part of the fresh variant. So, if $X \in W \setminus FV(f(T))$, then $X \not\in \text{dom}(\sigma) \subseteq \text{dom}(\theta'_0) \subseteq \text{dom}(\sigma) \subseteq FV(f(T)) \cup FV(f(\overline{p}))$. Now if $X \in \text{dom}(\theta'_0)$ then $\theta(X) = \theta'_1(X)$ (by definition of $\theta'_0$), $\theta'_0(X) \equiv \theta'(X)$ (as $X \in \text{dom}(\theta'_0)$), $\theta(X) \equiv \sigma \theta'_1(X)$ (as $X \not\in \text{dom}(\sigma)$). If $X \in \text{dom}(\sigma)$, then $\theta(X) = (\gamma \cup \theta)(X)$ (as $X \in W \setminus FV(f(T))$) implies it does not appear in the fresh instance), $\sigma \theta'(X) \equiv \sigma \theta'_1(X) (as \sigma \theta'_1 = \gamma \cup \theta), \sigma \theta'_1(X) \equiv \theta'(X)$ (as $X \not\in \text{dom}(\sigma_0)$), $\theta'_1(X) \equiv \theta'(X)$ (as $X \in \text{dom}(\theta'_1)$), and $\theta'(X) \equiv \sigma \theta'(X)$ (as $X \not\in \text{dom}(\sigma)$). And if $X \not\in \text{dom}(\theta'_0)$ then $X \not\in \text{dom}(\theta')$, and as $X \not\in \text{dom}(\sigma)$, $X \not\in \text{dom}(\sigma_0)$ and $\theta(X) = (\gamma \cup \theta)(X)$, then $\theta(X) = (\gamma \cup \theta)(X) \equiv \sigma \theta'_1(X) \equiv \theta'(X) \equiv \sigma \theta'(X)$. $\sigma \theta'$ is admissible as $\theta'_1$ is.

\textbf{Contx} Then:
\begin{itemize}
  \item $e \equiv C[s]$ for some $s \in LExp$, $\sigma \equiv \sigma|_{W}$, as $\theta$ is admissible.
  \item the step was $e \theta \equiv C[\theta|W] \rightarrow e \theta |s|' \equiv e'$ with $s \theta \rightarrow s'$ a step where (Contx) was not applied (as usual we can assume this taking a suitable context). Then, by the proof of the other cases and taking $W' = W \cup FV(s)$ we get $s \rightarrow_{L_2} s''$ such that there exist an admissible $\theta'_2$ with $s'' \theta'_2 \equiv s'$ and $\sigma \theta'_2 = \theta|W'|$. Then then $e \equiv C[s] \rightarrow_{L_2} C[s]' \equiv e''$ and we can take $\sigma = \sigma_2$ and $\theta' = \theta'_2$ getting:
  \begin{itemize}
    \item $\theta'$ is admissible as $\theta'_2$ is.
    \item As $\sigma \theta'_2 = \theta|W'|$ and by construction $W \subseteq W'$, then $\sigma \theta'_2 = \theta|W'|$ and so $(\sigma \theta'_2)|_{W} = (\sigma \theta'_2)|_{W} = \theta|_{W}.$
    \item $e'' \theta' \equiv (C[s]'') \theta'_2 \equiv C[s]'|s'' \theta'_2|$, as $\theta'_2$ is admissible, and $C[s]'|s'' \theta'_2| \equiv C[\theta|W], FV(C[]) \subseteq W'$.
  \end{itemize}

We have now finished the proof for one-step let-rewriting derivations. To generalize the proof to any number of steps we proceed by induction on the length $n$ of $e \theta \rightarrow^n e'$. In the base case $n = 0$ and so we have $e \theta \rightarrow^0 e \theta \equiv e'$, so we can do $e \rightarrow^0 e \equiv e''$ getting $\sigma = e$, and taking $\theta' = \theta$. So $e'' \theta' \equiv e \theta \equiv e'$ and $\sigma \theta' = e \theta = \theta$.

For more than one step we start with $e \theta \rightarrow e_1 \rightarrow^* e'$. Then using the proof for one step we get $e \rightarrow^1 e''$ and $\theta'_1 \equiv \theta'_1$ admissible with $e'' \theta'_1 \equiv e_1 \equiv e' \equiv e''$ and $\sigma \theta'_1 = \theta|W|$. Now if we define $U_1 = (W \setminus \text{dom}(\sigma_1)) \cup \text{ran}(\sigma_1) \cup v E$, with $v E$ the set containing the extra variables in the program rule applied in $e \theta \rightarrow e_1$, or $\emptyset$ if (Fapp) was not applied, it can be proved that $FV(e'' \theta'_1) \subseteq U_1$. Besides, if we define $\theta_1 = \theta'_1|_{U_1}$
then it can be shown that $\sigma_1 \theta_1 = \theta \mid \mathcal{W}$ and $e''_{\sigma_1} \equiv e_1$, so $e''_{\sigma_1} \equiv e_1 \rightarrow^* e'$ and we can apply HI to this derivation using $U_1$ getting $e''_{\sigma_2} \equiv e''_{\sigma_1}$.

with admissible $\theta_2$, $e''_{\sigma_2} \equiv e'$ and $\sigma_2 \theta_2 = \theta_1 \mid \mathcal{U}_1$. But then $e \sim_{\sigma_1 \sigma_2} e''_{\sigma_2}$ so we can use $\sigma = \sigma_1 \sigma_2$, $\theta' = \theta_2$, $e'' \equiv e''_{\sigma_2}$ getting:

- $\theta' = (\theta_2)$ is admissible, and $e'' \theta' \equiv e''_{\sigma_2} \equiv e'$.
- $\sigma \theta' = \theta \mid \mathcal{W}$, that is $\sigma_1 \sigma_2 \theta' = \theta \mid \mathcal{W}$. As $\sigma_1 \theta_1 = \theta \mid \mathcal{W}$ all that is left is proving $\sigma_1 \sigma_2 \theta_2 = \sigma_1 \theta_1 \mid \mathcal{W}$, and this is indeed the case:
  - if $X \in \text{dom}(\sigma_1)$ then $\text{FV}(\sigma_1(X)) \subseteq \text{ran}(\sigma_1) \subseteq \mathcal{U}_1$, so as $\sigma_2 \theta_2 = \theta_1 \mid \mathcal{U}_1$ then $(\sigma_1 \sigma_2)(X) \sigma_2 \theta_2 \equiv (\sigma_1(X)) \theta_1$.
  - if $X \in \mathcal{W} \setminus \text{dom}(\sigma_1)$ then $X \in \mathcal{U}_1$, so as $\sigma_2 \theta_2 = \theta_1 \mid \mathcal{U}_1$ then $(\sigma_1(X) \sigma_2 \theta_2 \equiv X \sigma_2 \theta_2 \equiv X \theta_1 \equiv X \sigma_1 \theta_1$.

Now, combining this result with Th. 1 we obtain a strong adequacy theorem for let-narrowing with respect to let-rewriting. The left to right implication of this result corresponds to the completeness of let-narrowing wrt let-rewriting.

**Theorem 2 (Adequacy of let-narrowing).**

Let $e, e_1 \in \text{LExp}$ and $\theta$ an admissible c-substitution, then:

$$e \theta \rightarrow^*_1 e_1 \iff \text{there exists a let-narrowing derivation } e \sim_{\sigma}^* e_2$$

and an admissible $\theta'$ such that $\sigma \theta' = \theta \mid \text{FV}(e)$, $e_2 \theta' \equiv e_1$

Proof.

$(\Rightarrow)$ Assume $e \theta \rightarrow^*_1 e_1$. As $e \mid \text{FV}(e) \equiv e \theta$ then trivially $e \theta \mid \text{FV}(e) \rightarrow^* e_1$. We can apply Lemma 2 taking $\mathcal{W} = \text{FV}(e)$ to get $e \sim_{\sigma}^* e_2$ such that there exists $\theta' \in \text{CSubst}$ with $\sigma \theta' = \theta \mid \text{FV}(e) \mid \mathcal{W}$ and $e_2 \theta' \equiv e_1$. But as $\mathcal{W} = \text{FV}(e)$ then $\sigma \theta' = \theta \mid \text{FV}(e) \mid \mathcal{W}$ implies $\sigma \theta' = \theta \mid \text{FV}(e) \mid \mathcal{W}$.

We remark that the lifting lemma ensures that the narrowing derivation can be chosen to use mgu’s at each (Narr) steps.

$(\Leftarrow)$ Assume $e \sim_{\sigma}^* e_2$ and $\theta'$ under the conditions above. Then by Th. 1 we have $e \sigma \rightarrow^*_1 e_2$. As $\rightarrow^*_1$ is closed under c-substitutions (Lemma 1) then $e \sigma \theta' \rightarrow^*_1 e_2 \theta'$. But as $\sigma \theta' = \theta \mid \text{FV}(e)$, then $e \theta \equiv e \sigma \theta' \rightarrow^*_1 e_2 \theta' \equiv e_1$.

$\Box$

### 3.2 Let-narrowing versus narrowing for deterministic systems

The relationship between let-rewriting ($\rightarrow$) and ordinary rewriting ($\rightarrow$) is examined in [15], where $\rightarrow_1$ is proved to be sound wrt $\rightarrow$, and complete for the
class of deterministic programs, a notion close but not equivalent to confluence. Determinism is originally defined in [15] as a semantic notion in the framework of CRWL, but an alternative equivalent (see [15], Lemma 13) definition in terms of reduction is the following:

**Definition 2.** A program $P$ is deterministic iff for any expressions $e \in Exp$, $e', e'' \in LExp$ with $e \rightarrow^* l e'$ and $e \rightarrow^* l e''$, there exists $e''' \in LExp$ such that $e \rightarrow^* l e'''$ and $|e'''| \supseteq |e'|$, $|e'''| \supseteq |e''|$.

The class of deterministic programs is conjectured in [15] to be wider than that of confluent programs and it certainly contains all inductively sequential programs (without extra variables). The following result holds (see [15]):

**Theorem 3.** Let $P$ be any program, $e \in Exp, t \in CTerm$. Then:

(a) $e \rightarrow^*_l t$ implies $e \rightarrow^* t$.
(b) If in addition $P$ is deterministic, then the reverse implication holds.

Joining this with the results of the previous section we can easily establish some relationships between let-narrowing and ordinary rewriting/narrowing, as follows (we assume here that all involved substitutions are admissible):

**Theorem 4.** Let $P$ be any program, $e \in Exp, \theta \in CSubst, t \in CTerm$. Then:

(a) $e \rightsquigarrow^*_l t$ implies $e\theta \rightarrow^* t$.
(b) If in addition $P$ is deterministic, then:

(b$_1$) If $e\theta \rightarrow^* t$, there exist $t' \in CTerm$, $\sigma, \theta' \in CSubst$ such that $e \rightsquigarrow^*_\sigma t'$, $t'\theta' = t$ and $\sigma\theta' = \theta[\text{var}(e)]$ (and therefore $t' \preceq t, \sigma \preceq \theta[\text{var}(e)]$).
(b$_2$) If $e \rightsquigarrow^*_l t$, the same conclusion of (b$_1$) holds.

Part (a) expresses soundness of $\rightsquigarrow^*_l$ wrt rewriting, and part (b) is a completeness result for $\rightsquigarrow^*_l$ wrt rewriting/narrowing, for the class of deterministic programs.

**Proof.** Part (a) follows from soundness of let-narrowing wrt let-rewriting (Th. 1) and soundness of let-rewriting wrt rewriting (part (a) of Th. 3).

For (b$_1$), assume $e\theta \rightarrow^* t$. By the completeness of let-rewriting wrt rewriting for deterministic programs (part (b) of Th. 3), we have $e\theta \rightarrow^*_l t$, and then by the completeness of let-narrowing wrt let-rewriting (Th. 2), there exists a narrowing derivation $e \rightsquigarrow^*_\sigma t'$ with $t'\theta' = t$ and $\sigma\theta' = \theta[\text{FV}(e)]$. But notice that for $e \in Exp$, the sets $\text{FV}(e)$ and $\text{var}(e)$ coincide, and the proof is finished. Finally, (b$_2$) follows simply from soundness of (ordinary) narrowing wrt rewriting and (b$_1$).

3 It is easy to find examples of deterministic but not confluent programs: this happens, for instance, with the program $P = \{f \rightarrow 0, f \rightarrow g\}$, where $g$ has no rules. Which is difficult to prove is that confluent programs are always deterministic.
4 Conclusions

Our aim in this work was to progress in the effort of filling an existing gap in the functional logic programming field, where up to recently there was a lack of a simple and abstract enough one-step reduction mechanism close enough to ordinary rewriting but at the same time respecting non-strict and call-time choice semantics for possibly non-confluent and non-terminating constructor-based rewrite systems (possibly with extra variables), and trying to avoid the complexity of graph rewriting [19]. These requirements were not met by two well established branches in the foundations of the field: one is the CRWL approach, very adequate from the point of view of semantics but operationally based on somehow complicated narrowing calculi [9, 22] too far from the usual notion of term rewriting. The other approach focuses on operational aspects in the form of efficient narrowing strategies like needed narrowing [2] or natural narrowing [7], based on the classical theory of rewriting, sharing with it the major drawback that rewriting is an unsound operation for call-time choice semantics of functional logic programs. There have been other attempts of coping operationally with call-time choice [1], but relying in too low-level syntax and operational rules.

In a recent work [15] we established a technical bridge between both approaches (CRWL/classical rewriting) by proposing a notion of rewriting with sharing by means of local let bindings, in a similar way to what has been done for sharing and lambda-calculus in [18]. Most importantly, we prove there strong equivalence results between CRWL and let-rewriting.

Here we have continued that work by contributing a notion of let-narrowing (narrowing for sharing) which we prove sound and complete with respect to let-rewriting. We think that let-narrowing is the simplest proposed notion of narrowing that is close to the usual notions of TRS and at the same time is proved adequate for call-time choice semantics. The main technical insight for let-narrowing has been the need of protecting produced (locally bound) variables against narrowing over them. We have also proved soundness of let-narrowing wrt ordinary rewriting and completeness for the wide class of deterministic programs, thus giving a technical support to the intuitive fact that combining sharing with narrowing does not create new answers when compared to classical narrowing, and at the same time does not lose answers in case of deterministic systems. As far as we know these results are new in the narrowing literature.

Two natural extensions of our work are: dealing with HO functions (see [16]) and adding strategies to let-rewriting and let-narrowing, an issue that has been left out of this paper but is needed as foundation of effective implementations. But we think that the clear script we have followed so far (first presenting a notion of rewriting with respect to which we have been able to prove correctness and completeness of a a subsequent notion of narrowing, to which add strategies in future work) is an advantage rather than a lack of our approach.
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Abstract. With the introduction of Java 5.0 the type system has been extended by parameterized types, type variables, type terms, and wildcards. As a result very complex types can arise. The term

\[ \text{Vector}\langle ? \text{ extends Vector}\langle \text{AbstractList}\langle \text{Integer} \rangle \rangle \rangle \]

is for example a correct type in Java 5.0.

In this paper we present a type unification algorithm for Java 5.0 type terms. The algorithm unifies type terms, which are in subtype relationship. For this we define Java 5.0 type terms and its subtyping relation, formally.

As Java 5.0 allows wildcards as instances of generic types, the subtyping ordering contains infinite chains. We show that the type unification is still finitary. We give a type unification algorithm, which calculates the finite set of general unifiers.

1 Introduction

With the introduction of Java 5.0 [1] the type system has been extended by parameterized types, type variables, type terms, and wildcards. As a result very complex types can arise. For example the term

\[ \text{Vector}\langle ? \text{ extends Vector}\langle \text{AbstractList}\langle \text{Integer} \rangle \rangle \rangle \]

is a correct type in Java 5.0.

Considering all that, it is often rather difficult for a programmer to recognize whether such a complex type is the correct one for a given method or not. This has caused us to develop a Java 5.0 type inference system which assists the programmer by calculating types automatically [2, 3]. This type inference system allows us, to declare method parameters and local variables without type annotations. The type inference algorithm calculates the appropriate and principal types.

Following the ideas of [4], we reduce the Java 5.0 type inference problem to a Java 5.0 type unification problem. The Java 5.0 type unification problem is given as: For two type terms \( \theta_1, \theta_2 \) a substitution is demanded, such that \( \sigma(\theta_1) \leq^* \sigma(\theta_2) \), where \( \leq^* \) is the Java 5.0 subtyping relation. The type system of Java 5.0 is very similar to the type system of polymorphically order-sorted types, which is considered for the logical languages [5–8] and for the functional object-oriented language OBJ-P [9]. But in all approaches the type unification problem was not solved completely.
In [10] we have done a first step solving the type unification problem. We restricted the set of type terms, by disallowing wildcards, and presented a type unification algorithm for this approach.

In this paper we extend our algorithm to type terms with wildcards and prove its soundness and completeness. This means that we solve the original type unification problem and give a complete type unification algorithm. We will show, that the type unification problem is not still unitary, but finitary.

The paper is organized as follows. In the second section we formally describe the Java 5.0 type system including its inheritance hierarchy. In the third section we give an overview of the type unification problem. Then, we present the type unification algorithm, prove its soundness and completeness, and give an example. Finally, we close with a summary and an outlook.

2 Subtyping in Java 5.0

The Java 5.0 types are given as type terms over a type signature $T_S$ of class/interface names and a set of bounded type variables $BT_V$. While the type signature describes the arities of the class/interface names, a bound of a type variable restricts the allowed instantiated types to subtypes of the bound. For a type variable $a$ bounded by the type $ty$ we will write $a|ty$.

**Example 1.** Let the following Java 5.0 program be given:

```java
class A<a> implements I<a> { ... }
class B<a> extends A<a> { ... }
class C<a extends I<b>,b> { ... }
interface I<a> { ... }
interface J<a> { ... }
class D<a extends B<a> & J<b>, b> { ... }
```

Then, the corresponding type signature $T_S$ is given as:

$T_S(a|Object) = \{A,B,I,J\}$, $T_S(a|I<b>,b|Object) = \{C\}$, and $T_S(a|B<a> & J<b>,b|Object) = \{D\}$.

As $A,I \in T_S(a|Object)$ and Integer is a subtype of Object, the terms $A<Integer>$ and $I<Integer>$ are Java 5.0 types. As $I<Integer>$ is a subtype of itself and $A<Integer>$ is also a subtype of $I<Integer>$, the terms $C<I<Integer>,Integer>$ and $C<A<Integer>,Integer>$ are also type terms. $J<Integer>$ is no subtype of $I<Integer>$ such that the term $C<J<Integer>,Integer>$ is no Java 5.0 type.

For the definition of the inheritance hierarchy, the concept of **Java 5.0 simple types** and the concept of **capture conversion** is needed. For the definition of Java 5.0 simple types we refer to [1], Section 4.5, where Java 5.0 parameterized types are defined. We call them, in this paper, Java 5.0 simple types in contrast to the function types of methods. Java 5.0 simple types consists of the Java 5.0 types as in Example 1 presented and wildcard types like $\text{Vector}\langle?\text{extends }\text{Integer}\rangle$.

For the definition of the capture conversion we refer to [1] §5.1.10. The capture conversion transforms types with wildcard type arguments to equivalent types,
where the wildcards are replaced by implicit type variables. The capture conversion of \( C<\theta_1, \ldots, \theta_n> \) is denoted by \( \text{CC}(C<\theta_1, \ldots, \theta_n>) \).

The inheritance hierarchy consists of two different relations: The “extends relation” (denoted by \(<\) is explicitly defined in Java 5.0 programs by the extends and the implements declarations, respectively. The “subtyping relation” (cp. [1], Section 4.10) is built as the reflexive, transitive, and instantiating closure of the extends relation.

In the following we will use \( ?\theta \) as an abbreviation for the type term “? extends \( \theta \)” and \( \theta^* \) as an abbreviation for the type term “? super \( \theta \).”

**Definition 1 (Subtyping relation \( \leq^* \) on \( \text{SType}_{TS}(BTV) \)).** Let \( TS \) be a type signature of a given Java 5.0 program and \(<\) the corresponding extends relation. The subtyping relation \( \leq^* \) is given as the reflexive and transitive closure of the smallest relation satisfying the following conditions:

- if \( \theta < \theta' \) then \( \theta \leq^* \theta' \).
- if \( \theta_1 \leq^* \theta_2 \) then \( \sigma_1(\theta_1) \leq^* \sigma_2(\theta_2) \) for all substitutions \( \sigma_1, \sigma_2 : \text{BTV} \rightarrow \text{SType}_{TS}(\text{BTV}) \), where for each type variable \( a \) of \( \theta_2 \) holds \( \sigma_1(a) = \sigma_2(a) \) (soundness condition).
- \( \delta_1(\theta_1, \ldots, \theta_n) \leq^* \theta_i \) for \( a \in \text{BTV} \) and \( 1 \leq i \leq n \)
- It holds \( C<\theta_1, \ldots, \theta_n> \leq^* C<\theta'_1, \ldots, \theta'_n> \) if for each \( \theta_i \) and \( \theta'_i \), respectively, one of the following conditions is valid:
  - \( \theta_i = \delta_i, \theta'_i = \delta_i \) and \( \theta_i \leq^* \theta'_i \).
  - \( \theta_i, \theta'_i \in \text{SType}_{TS}(\text{BTV}) \) and \( \theta_i = \theta'_i \).
  - \( \theta'_i = \delta_i \)
  - \( \theta'_i = \delta_i \) (cp. [1] §4.5.1.1 type argument containment)
- Let \( C<\theta_1, \ldots, \theta_n> \) be the capture conversions of \( C<\theta_1, \ldots, \theta_n> \) and \( C<\theta'_1, \ldots, \theta'_n> \leq^* C<\theta'_1, \ldots, \theta'_n> \) then holds \( C<\theta_1, \ldots, \theta_n> \leq^* C<\theta'_1, \ldots, \theta'_n> \).

It is surprising that the condition for \( \sigma_1 \) and \( \sigma_2 \) in the second item is not \( \sigma_1(a) \leq^* \sigma_2(a) \), but \( \sigma_1(a) = \sigma_2(a) \). This is necessary in order to get a sound type system. This property is the reason for the introduction of wildcards in Java 5.0 (cp. [1], §5.1.10).

The next example illustrates the subtyping definition.

**Example 2.** Let the Java 5.0 program from Example 1 be given again. Then the following relationships hold:

- \( \text{A<}a\text{>} \leq^* \text{I<}a\text{>} \), as \( \text{A<}a\text{>} < \text{I<}a\text{>} \)
- \( \text{A<Integer>} \leq^* \text{I<Integer>} \), where \( \sigma_1 = [a \rightarrow \text{Integer}] = \sigma_2 \)
- \( \text{A<Integer>} \leq^* \text{I<} ? \text{ extends Object}, \text{ as Integer \leq^* Object} \)
- \( \text{A<Object>} \leq^* \text{I<} ? \text{ super Integer}, \text{ as Integer \leq^* Object} \)

There are elements of the extends relation, where the sub-terms of a type term are not variables, like \( \text{Matrix<}a\text{>} \text{ extends Vector<}Vector<}a\text{>\text{>}. As elements like this must be handled especially during the unification (adapt rules, Fig. 2), we declare a further ordering on the set of type terms which we call the finite closure of the extends relation.
Definition 2 (Finite closure of $\prec$). The finite closure $\mathbf{FC}(\prec)$ is the reflexive and transitive closure of pairs in the subtyping relation $\leq^*$ with $C \prec a_1, \ldots, a_n \leq^* D \theta_1, \ldots, \theta_m$, where the $a_i$ are type variables and the $\theta_i$ are type terms.

If a set of bounded type variables $\text{BTV}$ is given, the finite closure $\mathbf{FC}(\prec)$ is extended to $\mathbf{FC}(\prec, \text{BTV})$, by $a|\theta \leq^* a|\theta$ for $a|\theta \in \text{BTV}$.

Lemma 1. The finite closure $\mathbf{FC}(\prec)$ is finite.

Now we give a further example to illustrate the definition of the subtyping relation and the finite closure.

Example 3. Let the following Java 5.0 program be given.

```java
abstract class AbstractList<a> implements List<a> {
    ...
}
class Vector<a> extends AbstractList<a> {
    ...
}
class Matrix<a> extends Vector<Vector<a>> {
    ...
}
```

Following the soundness condition of the Java 5.0 type system we get

$$\text{Vector<Vector<a>} \not\leq^* \text{Vector<List<a>}},$$

but

$$\text{Vector<Vector<a>} \leq^* \text{Vector<? extends List<a>}}.$$  

The finite closure $\mathbf{FC}(\prec)$ is given as the reflexive and transitive closure of

$$\{ \text{Vector<a} \leq^* \text{AbstractList<a} \leq^* \text{List<a} \}
\text{Matrix<a} \leq^* \text{Vector<Vector<a>} \leq^* \text{AbstractList<Vector<a>} \leq^* \text{List<Vector<a>} \},$$

Now we extend the set of simple types and the corresponding subtyping relation by wildcard types. Wildcard types cannot be used, explicitly, in Java 5.0 programs. But they are allowed as instances of type variables, which means that types like this occur implicitly during the type check of Java 5.0 programs (cf. Example 4).

Definition 3 (Extended simple types). Let $\text{SType}_{TS}(\text{BTV})$ be a set of simple types. The corresponding set of extended simple types is given as

$$\text{ExtSType}_{TS}(\text{BTV}) = \text{SType}_{TS}(\text{BTV})$$

$$\cup \{ ? \}
\cup \{ ? \text{extends } \theta | \theta \in \text{SType}_{TS}(\text{BTV}) \}
\cup \{ ? \text{super } \theta | \theta \in \text{SType}_{TS}(\text{BTV}) \}$$

According to this we extend the subtyping relation $\leq^*$ to extended simple types.

Definition 4 (Subtyping relation $\leq^*$ on $\text{ExtSType}_{TS}(\text{BTV})$). Let $\leq^*$ be a subtyping relation on a given set of simple types $\text{SType}_{TS}(\text{BTV})$. Then $\leq^*$ is continued on the corresponding set of extended simple types $\text{ExtSType}_{TS}(\text{BTV})$ by: For $\theta \leq^* \theta'$ holds $\theta \leq^* ?\theta'$, $?\theta \leq^* \theta'$, and $?\theta \leq^* ?\theta'$. 
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Example 4. Let us consider the class Vector with its methods addElement and elementAt, respectively and two classes Sub and Super with Sub \( \leq \ast \) Super.

Let the following lines of Java 5.0 code be given:

```java
Vector<? extends Super> v = new Vector<Sub> ();
Super sup = v.elementAt(0);
```

The type of the expression \( v \).elementAt(0) \) is \( ? \) extends Super and it holds \( ? \) extends Super \( \leq \ast \) Super.

Vice versa for

```java
Vector<? super Super> v2 = new Vector<Super> ();
Super sup = v2.elementAt(0); // not really correct
```

The methodcall \( v2 \).addElement(new Sub()); \) is correct as Sub \( \leq \ast ? \) Super. But

```java
Super sup = v2.elementAt(0); // not really correct
```

is not correct, as \( ? \) Super \( \not\leq \ast \) Super.

Furthermore, the methodcall

```java
v2.addElement(v.elementAt(0));
```

is correct, as \( ? \) Super \( \leq \ast ? \) Super holds.

3 Type Unification

In this section we consider the type unification problem of Java 5.0 type terms. The type unification problem is given as: For two type terms \( \theta_1, \theta_2 \) a substitution is demanded, such that

\[
\sigma(\theta_1) \leq \ast \sigma(\theta_2).
\]

The algorithm solving the type unification problem is an important basis of the Java 5.0 type inference algorithm [3]. In the following we denote \( \theta \leq \theta' \) for two type terms, which should be type unified.

3.1 Overview

First we give an overview of approaches considering the type unification problem on polymorphically order-sorted types. In [5] the type unification problem is mentioned as an open problem. For the logical language TEL in [5] an incomplete type inference algorithm is given. The incompleteness is caused by the fact, that subtype relationships of polymorphic types which have different arities (e.g. \( \text{List}(a) \leq \text{myLi}(a,b) \)) are allowed. This leads to the property that there are infinite chains in the type term ordering. In TEL for \( \text{List}(a) \leq \text{myLi}(a,b) \) holds:

\[
\text{List}(a) \leq \text{myLi}(a,\text{List}(a)) \leq \text{myLi}(a,\text{myLi}(a,\text{List}(a))) \leq \ldots
\]

Nevertheless, the type unification fails in some cases without infinite chains, although there is a unifier. Let for example \( \text{nat} \leq \text{int} \), and the set of inequations
\{ \text{nat} \leq a, \text{int} \leq a \} \text{ be given, then } \{ a \mapsto \text{nat} \} \text{ is determined, such that } \{ \text{int} \leq \text{nat} \} \text{ fails, although } \{ a \mapsto \text{int} \} \text{ is a unifier. For } \{ \text{int} \leq a, \text{nat} \leq a \} \text{ the algorithm determines the correct unifier } \{ a \mapsto \text{int} \}.

In the typed logic programs of [7] subtype relationships of polymorphic types are allowed only between type constructors of the same arity. In this approach a \textit{most general type unifier (mgtu)} is defined as an upper bound of different principal type unifiers. In general, there are no upper bounds of two given type terms in the type term ordering, which means that there is in general no mgtu in the sense of [7]. For example for \text{nat} \leq \text{int}, \text{neg} \leq \text{int}, \text{and the set of inequations } \{ \text{nat} \leq a, \text{neg} \leq a \} \text{ the mgtu } \{ a \mapsto \text{int} \} \text{ is determined. If the type term ordering is extended by } \text{int} \leq \text{index} \text{ and } \text{int} \leq \text{expr} \text{ (cp. Fig. 1), then there are}

\begin{center}
\begin{tikzpicture}
    \node (nat) at (0,0) {\text{nat}};
    \node (int) at (1,0) {\text{int}};
    \node (index) at (2,0) {\text{index}};
    \node (expr) at (3,0) {\text{expr}};
    \draw (nat) -- (int);
    \draw (int) -- (index);
    \draw (int) -- (expr);
\end{tikzpicture}
\end{center}

\textbf{Fig. 1. Simple type ordering}

three unifiers \{ a \mapsto \text{int} \}, \{ a \mapsto \text{index} \}, and \{ a \mapsto \text{expr} \}, but none of them is a mgtu in the sense of [7].

The type system of PROTOS-L [8] was derived from TEL by disallowing any explicit subtype relationships between polymorphic type constructors.

In [8] a complete type unification algorithm is given, which can be extended to the type system of [7]. They solved the type unification problem for type term orderings following the restrictions of PROTOS-L respectively the restrictions of [7]. Additionally, the result of this paper is, that the type unification problem is not unitary, but finitary. This means in general that there is more than one general type unifier. For the above example the algorithm determines, where \text{nat} \leq \text{int}, \text{neg} \leq \text{int}, \text{int} \leq \text{index}, and \text{int} \leq \text{expr} \text{ and the set of inequations } \{ \text{nat} \leq a, \text{neg} \leq a \} \text{ is given, the three general unifiers } \{ a \mapsto \text{int} \}, \{ a \mapsto \text{index} \}, \text{ and } \{ a \mapsto \text{expr} \}.

Finally, in [10] we disallowed wildcards in Java 5.0 type terms, which means that there is no subtyping in the arguments of the type term (soundness condition, Def. 1), but subtype relationship of type constructors with different arities is allowed. For type term orderings following this restriction we presented a type unification algorithm and proved that the type unification problem is also finitary. For example for \text{myLi<Integer,a><List<Boolean>} \text{ and the set of inequations } \{ \text{myLi<Integer, a><List<Boolean>} \} \text{ the general unifier } \{ a \mapsto \text{Boolean} \} \text{ is determined. For } \{ \text{myLi<Integer, Integer><List<Number>} \} \text{ the algorithm fails, as } \text{Integer} \text{ is indeed a subtype of } \text{Number}, \text{ but subtyping in the arguments is prohibited.
The type systems of TEL, respectively the other logical languages, and of Java 5.0 are very similar. The Java 5.0 type system has the same properties considering type unification, if it is restricted to simple types without parameter bounds (but including the wildcard constructions). The only difference is, that in TEL the number of arguments of a supertype type can be greater, whereas in Java 5.0 the number of arguments of a subtype can be greater. This means that infinite chains have a lower bound in TEL and an upper bound in Java 5.0. Let us consider again the following example: In TEL for \( \text{List}(a) \leq \text{myLi}(a,b) \) holds:

\[
\text{List}(a) \leq \text{myLi}(a,\text{List}(a)) \leq \text{myLi}(a,\text{myLi}(a,\text{List}(a))) \leq \ldots
\]

In contrast in Java 5.0 for \( \text{myLi}<b,a> \leq \text{List}<a> \) holds:

\[
\ldots \leq * \text{myLi}<b,a>,a> \leq * \text{myLi}<b,\text{List}<a>,a> \leq * \text{List}<a>
\]

The open type unification problem of [5] is caused by these infinite chains. We will now present a solution for the open problem.

Our type unification algorithm bases on the algorithm by A. Martelli and U. Montanari [11] solving the original untyped unification problem. The main difference is, that in the original unification a unifier \( \sigma \) is demanded, such that \( \sigma(\theta_1) = \sigma(\theta_2) \), whereas in our case a unifier \( \sigma \) is demanded, such that \( \sigma(\theta_1) \leq^* \sigma(\theta_2) \).

This means, that in the original case a result of the algorithm \( a = \theta \) leads to one unifier \( \{a \mapsto \theta\} \). In contrast to that, a result \( a \leq^* \theta \) leads to a set of unifiers \( \{a \mapsto \theta\} \mid \theta \leq^* \theta \} \) in our algorithm.

3.2 Type unification algorithm

In the description of the algorithm we denote also \( \theta \preceq \theta' \) for two type terms, which should be type unified. During the unification algorithm \( \preceq \) is replaced by \( \preceq_\gamma \) and \( \preceq_\circ \), respectively. \( \theta \preceq_\gamma \theta' \) means that the two sub-terms \( \theta \) and \( \theta' \) of type terms should be unified, such that \( \sigma(\theta) \) is a subtype of \( \sigma(\theta') \). \( \theta \preceq_\circ \theta' \) means that the two type terms should be unified, such that \( \sigma(\theta) = \sigma(\theta') \).

The next definition gives a form of the set of equations for the end configuration of the algorithms.

**Definition 5. (Solved form)** A set of equations \( Eq \) is in solved form, if

\[
Eq = \{ a_1 \doteq \theta_1, \ldots, a_n \doteq \theta_n \}
\]

where \( a_1, \ldots, a_n \in BTV \) are pairwise different bounded type variables, \( \theta_1, \ldots, \theta_n \in \text{ExtSType}_{TS}(BTV) \) are extended simple types, and for all \( i, j \in \{1, \ldots, n\} \) holds: \( a_i \) does not occur in \( \theta_j \).

In the following, the type unification algorithm is shown. The type unification algorithm is given as follows

**Input:** Set of equations \( Eq = \{ \theta_1 \preceq \theta'_1, \ldots, \theta_n \preceq \theta'_n \} \)

**Precondition:** \( \theta_i, \theta'_i \in \text{SType}_{TS}(BTV) \) for \( 1 \leq i \leq n \).

**Output:** Set of all general type unifiers \( \text{Uni} = \{ \sigma_1, \ldots, \sigma_m \} \)

**Postcondition:** For all \( 1 \leq j \leq m \) and for all \( 1 \leq i \leq n \) holds \( \sigma_j(\theta_i) \leq^* \sigma_j(\theta'_i) \).
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The algorithm itself is given in seven steps:

1. Repeated application of the adapt rules (Fig. 2), the reduce rules, the erase rules and the swap rule (Fig. 3) to all elements of Eq. The end configuration of Eq is reached if for each element no rule is applicable.
2. $Eq'_1 = \text{Subset of pairs, where both type terms are type variables}$
3. $Eq'_2 = Eq \setminus Eq'_1$
4. $Eq'_\text{set} = (Eq'_1) \times \bigotimes_{(a < \theta')} \{ ([a = \theta] \cup \sigma) \mid (\overline{\theta} \leq^* C<\theta_1, \ldots, \theta_n>) \in FC(\downarrow, \overline{\theta} \in \{ C<\theta'_1, \ldots, \theta'_n> \mid \theta'_i \in \text{grArg}(\theta_i), 1 \leq i \leq n \} \sigma \in \text{Unify}(\overline{\theta}, \theta'), \theta \in \text{smaller}(\sigma(\overline{\theta})) \}) \times (\bigotimes_{(a < \gamma \theta')} \{ ([a = \theta] \cup \sigma) \mid (\overline{\theta} \leq^* C<\theta_1, \ldots, \theta_n>) \in FC(\downarrow, \overline{\theta} \in \{ C<\theta'_1, \ldots, \theta'_n> \mid \theta'_i \in \text{grArg}(\theta_i), 1 \leq i \leq n \} \sigma \in \text{Unify}(\overline{\theta}, \theta'), \theta \in \text{smArg}(\sigma(\gamma \overline{\theta})) \})

Fig. 2. Java 5.0 type unification adapt rules
**Fig. 3.** Java 5.0 type unification rules with wildcards

<table>
<thead>
<tr>
<th>Rule</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>(reduceUp)</td>
<td>( \frac{\text{Eq} \cup { \theta \ll \theta' }}{\text{Eq} \cup { \theta \ll \theta' }} )</td>
</tr>
<tr>
<td>(reduceUpLow)</td>
<td>( \frac{\text{Eq} \cup { \theta \ll \theta' }}{\text{Eq} \cup { \theta \ll \theta' }} )</td>
</tr>
<tr>
<td>(reduceLow)</td>
<td>( \frac{\text{Eq} \cup { \theta \ll \theta' }}{\text{Eq} \cup { \theta \ll \theta' }} )</td>
</tr>
<tr>
<td>(reduce1)</td>
<td>( \frac{\text{Eq} \cup { C \ll \theta_1, \ldots, \theta_n } \ll D \ll \theta_1', \ldots, \theta_n' }}{\text{Eq} \cup { \theta_1 \ll \theta_1', \ldots, \theta_n \ll \theta_n' }} ) where</td>
</tr>
<tr>
<td></td>
<td>- ( C \ll a_1, \ldots, a_n \ll D \ll a_{\pi(1)}, \ldots, a_{\pi(n)} )</td>
</tr>
<tr>
<td></td>
<td>- ( { a_1, \ldots, a_n } \subseteq \text{BTV} )</td>
</tr>
<tr>
<td></td>
<td>- ( \pi ) is a permutation</td>
</tr>
<tr>
<td>(reduceExt)</td>
<td>( \frac{\text{Eq} \cup { X \ll \theta_1, \ldots, \theta_n } \ll \gamma \ll Y \ll \theta_1', \ldots, \theta_n' }}{\text{Eq} \cup { \theta_1 \ll \theta_1', \ldots, \theta_n \ll \theta_n' }} ) where</td>
</tr>
<tr>
<td></td>
<td>- ( \gamma \ll a_{\pi(1)}, \ldots, a_{\pi(n)} \ll \text{grArg}(X \ll a_1, \ldots, a_n) )</td>
</tr>
<tr>
<td></td>
<td>- ( { a_1, \ldots, a_n } \subseteq \text{BTV} )</td>
</tr>
<tr>
<td></td>
<td>- ( \pi ) is a permutation</td>
</tr>
<tr>
<td></td>
<td>- ( X \in \Theta(n) ) or ( X = \gamma \overline{X} ) with ( \overline{X} \in \Theta(n) )</td>
</tr>
<tr>
<td>(reduceSup)</td>
<td>( \frac{\text{Eq} \cup { X \ll \theta_1, \ldots, \theta_n } \ll \gamma \ll Y \ll \theta_1', \ldots, \theta_n' }}{\text{Eq} \cup { \theta_1 \ll \theta_1', \ldots, \theta_n \ll \theta_n' }} ) where</td>
</tr>
<tr>
<td></td>
<td>- ( \gamma \ll a_{\pi(1)}, \ldots, a_{\pi(n)} \ll \text{grArg}(X \ll a_1, \ldots, a_n) )</td>
</tr>
<tr>
<td></td>
<td>- ( { a_1, \ldots, a_n } \subseteq \text{BTV} )</td>
</tr>
<tr>
<td></td>
<td>- ( \pi ) is a permutation</td>
</tr>
<tr>
<td></td>
<td>- ( X \in \Theta(n) ) or ( X = \gamma \overline{X} ) with ( \overline{X} \in \Theta(n) )</td>
</tr>
<tr>
<td>(reduceEq)</td>
<td>( \frac{\text{Eq} \cup { X \ll \theta_1, \ldots, \theta_n } \ll \gamma \ll X \ll \theta_1', \ldots, \theta_n' }}{\text{Eq} \cup { \theta_1 \ll \theta_1', \ldots, \theta_n \ll \theta_n' }} )</td>
</tr>
<tr>
<td>(reduce2)</td>
<td>( \frac{\text{Eq} \cup { C \ll \theta_1, \ldots, \theta_n } \ll C \ll \theta_1', \ldots, \theta_n' }}{\text{Eq} \cup { \theta_1 \ll \theta_1', \ldots, \theta_n \ll \theta_n' }} ) where</td>
</tr>
<tr>
<td></td>
<td>- ( C \in \Theta(n) ) or ( C = \gamma \overline{C} ) or ( C = \gamma \overline{C} ) with ( \overline{C} \in \Theta(n) ), respectively.</td>
</tr>
<tr>
<td>(erase1)</td>
<td>( \frac{\text{Eq} \cup { \theta \ll \theta' }}{\theta \ll \theta'} )</td>
</tr>
<tr>
<td>(erase2)</td>
<td>( \frac{\text{Eq} \cup { \theta \ll \theta' }}{\theta' \in \text{grArg}(\theta)} )</td>
</tr>
<tr>
<td>(erase3)</td>
<td>( \frac{\text{Eq} \cup { \theta \ll \theta' }}{\theta \ll \theta'} ) (swap) ( \frac{\text{Eq} \cup { \theta \ll a }}{\theta \ll BTV, \ a \in \text{BTV}} )</td>
</tr>
</tbody>
</table>
\[
\times \left( \bigotimes_{(a < \theta, \theta') \in \text{Eq}'_{2}} \{ [a = \theta'] | \theta' \in \text{smArg}(\theta') \} \right) \\
\times \left( \bigotimes_{(a < \theta') \in \text{Eq}'_{2}} \{ [a = \theta'] \} \right) \\
\times \left( \bigotimes_{(\theta < a) \in \text{Eq}'_{2}} \{ [a = \theta] | \theta' \in \text{greater}(\theta) \} \right) \\
\times \left( \bigotimes_{(\theta < a) \in \text{Eq}'_{2}} \{ [a = \theta'] | \theta' \in \text{grArg}(\theta) \} \right) \\
\times \left( \bigotimes_{(\theta < a) \in \text{Eq}'_{2}} \{ [a = \theta'] | \theta' \in \text{smaller}(\theta) \} \right) \\
\times \{ [a = \theta] | (a = \theta) \in \text{Eq}'_{2} \}
\]

5. Application of the following \textit{subst} rule:

\[
\text{(subst)} \quad \text{Eq}'' \cup \{ a = \theta \} \quad \frac{\text{Eq}''[a \mapsto \theta] \cup \{ a = \theta \}}{a \text{ occurs in Eq}'' \text{ but not in } \theta}
\]

for each \(a = \theta\) in each element of \(\text{Eq}'_{set}\).

6. (a) Foreach \(\text{Eq}' \in \text{Eq}'_{set}\) which has changed in the last step start again with the first step.

(b) Build the union \(\text{Eq}''_{set}\) of all results of (a) and all \(\text{Eq}' \in \text{Eq}'_{set}\) which has not changed in the last step.

7. \(\text{Uni} = \{ \sigma | \text{Eq}'' \in \text{Eq}''_{set}, \text{Eq}'' \text{ is in solved form}, \sigma = \{ a \mapsto \theta | (a = \theta) \in \text{Eq}'' \} \}\)

In the algorithm the unbounded wildcard “??” is denoted as the equivalent bounded wildcard “?? extends Object”.

Furthermore, there are functions \text{greater} and \text{grArg}, respectively \text{smaller} and \text{smArg}. These functions determine all supertypes, respectively all subtypes by pattern matching with the elements of the finite closure. The functions \text{greater} and \text{smaller} determine the supertypes respectively subtypes of simple types, while \text{grArg} and \text{smArg} determine the supertypes respectively the subtypes of sub-terms, which are allowed as arguments in type terms.

The function \text{Unify} is the ordinary unification.

Now we will explain the rules in Fig. 2 and 3.

\textbf{adapt rules:} The \textit{adapt} rules adapt type term pairs, which are built by class declarations like

\texttt{class C\{a_1, \ldots, a_n\} extends D\{D_1, \ldots, \ldots, D_m\}.}

The smaller type is replaced by a type term, which has the same outermost
type name as the greater type. Its sub-terms are determined by the finite
closure. The instantiations are maintained.
The adaptExt and adaptSup rule are the corresponding rules to the adapt
rule for sub-terms of type terms.

reduce rules: The rules reduceUp, reduceUpLow, and reduceLow correspond to
the extension of the subtyping ordering on extended simple types (Def. 4).
The reduce1 rule follows from the construction of the subtyping relation
\( \leq^* \), where \( C(a_1, \ldots, a_n) < D(a_{\pi(1)}, \ldots, a_{\pi(n)}) \) leads to \( C(\theta_1, \ldots, \theta_n) \)
\( \leq^* D(\theta'_{\pi(1)}, \ldots, \theta'_{\pi(n)}) \) if and only if \( \theta'_i \in \text{grArg}(\theta_{\pi(i)}) \) for \( 1 \leq i \leq n \).
The reduceExt and the reduceSup rules are the corresponding rules to the
reduce1 rule for sub-terms of type terms.
The reduceEq and the reduce2 rule ensures, that sub-terms must be equal,
if there are no wildcards (soundness condition of the Java 5.0 type system,
Def. 1).

erase rules: The erase rules erase type term pairs, which are in the respective
relationship.

swap rule: The swap rule swaps type term pairs, such that type variables are
mapped to type terms, not vice versa.

Now we give an example for the type unification algorithm.

Example 5. In this example we use the standard Java 5.0 types Number, Integer,
Stack, Vector, AbstractList, and List. It holds Integer < Number and
Stack<a> < Vector<a> < AbstractList<a> < List<a>.

As a start configuration we use
\{ (Stack<a> < Vector<Number>), (AbstractList<Integer> < List<a>) \}.

In the first step the reduc1 rule is applied twice:
\{ a := ?Number, Integer < a \}

With the second and the third step we receive in step four:
\{ a := ?Number, a := Integer \}, \{ a := ?Number, a := ?Number \},
\{ a := ?Number, a := Integer \}, \{ a := ?Number, a := ?Number \},
\{ a := Integer, a := ?Integer \}, \{ a := Integer, a := ?Integer \}

In the fifth step the rule subst is applied:
The underlined sets of type term pairs lead to unifiers. Now we have to continue with the first step (step 6(a)). With the application of the erase rule and step 7, we get three general type unifiers:

\[ \{ a \mapsto \text{Number} \}, \{ a \mapsto \text{Integer} \}, \{ a \mapsto \text{Integer} \} \].

The following example shows, how the algorithm works for subtype relationships with different numbers of arguments and wildcards, which causes infinite chains (cp. Section 3.1).

**Example 6.** Let \( \text{myLi}<b, a> < \text{List}<a> \) and the start configuration \( \{ \text{List}<x> < \text{List}<\text{?List<Integer>>} \} \) be given. In the first step the reduce 1 rule is applied:

\[ \{ x \mapsto \text{List<Integer>} \}, \{ x \mapsto \text{?List<Integer>} \}, \{ x \mapsto \text{myLi}<b, \text{Integer}> \} \].

All other infinite numbers of unifiers are instances of these general unifiers (e.g. \( \{ x \mapsto \text{?myLi}<\text{List<Integer>}, \text{Integer}> \} \) or \( \{ x \mapsto \text{?myLi}<\text{myList}<b, \text{Integer}> , \text{Integer}> \} \).

The following theorem shows, that the type unification problem is solved by the type unification algorithm.

**Theorem 1.** The type unification algorithm determines exactly all general type unifiers for a given set of type term pairs. This means that the algorithm is sound and complete.

**Proof.** We do the proof in two steps. First we prove the soundness and then the completeness.

**Soundness**

We have to prove that each calculated result of the algorithm is a general unifier of the corresponding input. We do the proof as follows: For an arbitrary result \( \sigma \) we show that if \( \sigma \) is a general unifier of the set of type terms after a transformation, then \( \sigma \) is also a general unifier of the set of type term pairs before the transformation.

Let \( \sigma = \{ a_1 \mapsto \theta_1, \ldots, a_n \mapsto \theta_n \} \) be a result of the algorithm.

**Step seven:** In step seven the equations \( a_i \equiv \theta_i \) are transformed to the mappings \( a_i \mapsto \theta_i \). It is obvious that \( \sigma \) is a general unifier of

\[ \{ a_1 \equiv \theta_1, \ldots, a_n \equiv \theta_n \} \].

**Step six:** In step six different sets of type term pairs are united. This means that \( \sigma \) is also a general unifier before step six is applied.

**Step five:** The type variables \( a \) are substituted by \( \theta \). As for \( a \equiv \theta \) holds \( \sigma(a) = \sigma(\theta) \), \( \sigma \) is also a general unifier of the set of type terms before the substitution.

**Step four:** We have to consider eight different cases in step four.
\((a < \theta') \in Eq_2^2: \) In this case type term pairs of the form \((a < \theta')\) are transformed to \([(a = \theta) \cup \sigma']\) for a type term with \(\theta \in \text{smaller}(\sigma'(\theta'))\).

If \(\sigma\) is a general unifier of \([(a = \theta) \cup \sigma']\) then \(\sigma\) is also a general unifier of \((a < \theta')\) for \(\theta \in \text{smaller}(\sigma'(\theta'))\).

\((a \lesssim \gamma \cdot \theta') \in Eq_2^2: \) This case is analogous to the first case.

\((a \lesssim \gamma \cdot \theta') \in Eq_2^2: \) In this case type term pairs of the form \((a \lesssim \gamma \cdot \theta')\) are transformed to \(\sigma\), a general of \(X<\theta_1, \ldots, \theta_n> \lesssim \gamma Y<\theta'_1, \ldots, \theta'_n>\).

\((a \lesssim \gamma \cdot \theta') \in Eq_2^2: \) It is obvious, that a general unifier of \((a \lesssim \theta')\) is also a general unifier of \((a \lesssim \gamma \cdot \theta')\).

\((\theta < a) \in Eq_2^2, (\gamma \theta < a) \in Eq_2^2: \) The proof of these cases is analogous to the proof of case \((a \lesssim \gamma \cdot \theta') \in Eq_2^2\).

\((\theta < a) \in Eq_2^2: \) The proof of this case is analogous to the proof of case \((a \lesssim \gamma \cdot \theta') \in Eq_2^2\).

\((\theta < a) \in Eq_2^2: \) The proof of this case is analogous to the proof of case \((a \lesssim \gamma \cdot \theta') \in Eq_2^2\).

**Step two and three:** In these steps the pairs are only filtered. This means that the pairs are unchanged. But this means that \(\sigma\) is also a general unifier before applying the steps.

**Step one:** The soundness of the \(\text{reduce2}\) rule, the \(\text{erase3}\) rule, and the \(\text{swap}\) rule follows directly from the original unification algorithm of [11] as they are unchanged.

The soundness of the \(\text{erase1}\) rule and the \(\text{erase2}\) rule are obvious.

The soundness of the \(\text{reduceUp}\) rule, the \(\text{reduceUpLow}\) rule, and the \(\text{reduceExt}\) rule follows directly from the definition of the subtyping ordering on \(\text{ExtType}_{TS}(BTV)\) (Def. 4), as the following relationships are equivalent \(\theta \leq^* \theta'\) and \(\gamma \theta \leq^* \theta'\), and \(\gamma \theta \leq^* \gamma \theta'\).

**reduce1 rule:** If \(\sigma\) is a general unifier of \(\theta_{\pi(i)} \lesssim \gamma \theta_i'\) for \(1 \leq i \leq n\), it holds \(\sigma(\theta_i') \in \text{grArg}(\sigma(\theta_{\pi(i)}))\) for \(1 \leq i \leq n\). With

\[C<a_1, \ldots, a_n> \leq^* D<a_{\pi(1)}, \ldots, a_{\pi(n)}>\]

follows also by Def. 1:

\(\sigma(C<\theta_1, \ldots, \theta_n>) \leq^* \sigma(D<\theta'_1, \ldots, \theta'_n>)\)

**reduceExt rule:** If \(\sigma\) is a general unifier of \(\theta_{\pi(i)} \lesssim \gamma \theta_i'\) for \(1 \leq i \leq n\), it holds \(\sigma(\theta_i') \in \text{grArg}(\sigma(\theta_{\pi(i)}))\) for \(1 \leq i \leq n\). With

\[\gamma Y<a_{\pi(1)}, \ldots, a_{\pi(n)}> \in \text{grArg}(X<a_1, \ldots, a_n>)\]

follows also by Def. 1:

\(\sigma(\gamma Y<\theta'_1, \ldots, \theta'_n>) \in \text{grArg}(\sigma(X<\theta_1, \ldots, \theta_n>)\),

which means that \(\sigma\) is a general of \(X<\theta_1, \ldots, \theta_n> \lesssim \gamma Y<\theta'_1, \ldots, \theta'_n>\).
**reduceSup** rule: If \( \sigma \) is a general unifier of \( \theta'_i \leq \pi_i \) for \( 1 \leq i \leq n \), it holds
\[
\sigma(\theta_{\pi(i)}) \in \text{grArg}(\sigma(\theta'_i)) \text{ for } 1 \leq i \leq n.
\]
With
\[
?Y\langle a_{\pi(1)}, \ldots, a_{\pi(n)} \rangle \in \text{grArg}(X\langle a_1, \ldots, a_n \rangle)
\]
follows also by Def. 1:
\[
\sigma(?Y\langle \theta'_1, \ldots, \theta'_n \rangle) \in \text{grArg}(\sigma(X\langle \theta_1, \ldots, \theta_n \rangle)),
\]
which means that \( \sigma \) is a general unifier of \( X\langle \theta_1, \ldots, \theta_n \rangle \leq ?Y\langle \theta'_1, \ldots, \theta'_n \rangle \).

**reduceEq** rule: If it holds for the general unifier \( \sigma: \sigma(\theta_{\pi(i)}) = \sigma(\theta'_i) \) for \( 1 \leq i \leq n \) then follows by Def. 1:
\[
\sigma(X\langle \theta'_1, \ldots, \theta'_m \rangle) \in \text{grArg}(\sigma(X\langle \theta_1, \ldots, \theta_n \rangle)),
\]
which means that \( \sigma \) is a general unifier of \( X\langle \theta_1, \ldots, \theta_n \rangle \leq X\langle \theta'_1, \ldots, \theta'_n \rangle \).

**adapt** rule: If it holds for the general unifier \( \sigma: \sigma(D'\langle \theta'_{i} \rangle) \leq \ast \sigma(D'\langle \theta'_{m} \rangle) \),
and
\[
D\langle a_1, \ldots, a_n \rangle \leq \ast D'\langle \theta'_1, \ldots, \theta'_m \rangle
\]
then follows also by Def. 1:
\[
\sigma(D\langle \theta_1, \ldots, \theta_n \rangle) \leq \ast \sigma(D'\langle \theta'_1, \ldots, \theta'_m \rangle).
\]

**adaptExt** rule: If \( \sigma \) is a general unifier of \( D'\langle \theta'_1, \ldots, \theta'_m \rangle [a_i \mapsto CC(\theta_i)] \mid 1 \leq i \leq n \rangle \leq ?D'\langle \theta'_1, \ldots, \theta'_m \rangle \), it holds:
\[
\sigma(?D'\langle \theta'_1, \ldots, \theta'_m \rangle) \in \text{grArg}(\sigma(D'\langle \theta'_1, \ldots, \theta'_m \rangle [a_i \mapsto CC(\theta_i)] \mid 1 \leq i \leq n \rangle)).
\]
With
\[
?D'\langle \theta'_1, \ldots, \theta'_m \rangle \in \text{grArg}(D\langle a_1, \ldots, a_n \rangle)
\]
follows also by Def. 1:
\[
\sigma(?D'\langle \theta'_1, \ldots, \theta'_m \rangle) \in \text{grArg}(\sigma(D\langle \theta_1, \ldots, \theta_n \rangle)),
\]
which means that \( \sigma \) is a general unifier of \( D\langle \theta_1, \ldots, \theta_n \rangle \leq ?D'\langle \theta'_1, \ldots, \theta'_m \rangle \).

**adaptSup** rule: If \( \sigma \) is a general unifier of \( D'\langle \theta'_1, \ldots, \theta'_m \rangle [a_i \mapsto CC(\theta_i)] \mid 1 \leq i \leq n \rangle \leq \ast ?D'\langle \theta'_1, \ldots, \theta'_m \rangle \), it holds:
\[
\sigma(?D'\langle \theta'_1, \ldots, \theta'_m \rangle) \in \text{grArg}(\sigma(D'\langle \theta'_1, \ldots, \theta'_m \rangle [a_i \mapsto CC(\theta_i)] \mid 1 \leq i \leq n \rangle)).
\]
With
\[
?D\langle a_1, \ldots, a_n \rangle \in \text{grArg}(D'\langle \theta'_1, \ldots, \theta'_m \rangle)
\]
follows also by Def. 1:
\[
\sigma(?D\langle \theta_1, \ldots, \theta_n \rangle) \in \text{grArg}(\sigma(D'\langle \theta'_1, \ldots, \theta'_m \rangle)),
\]
which means that \( \sigma \) is a general unifier of \( D'\langle \theta'_1, \ldots, \theta'_m \rangle \leq ?D\langle \theta_1, \ldots, \theta_n \rangle \).
Summarized, this means that $\sigma$ is also a general unifier of the type term set before the application of this step.

We have proved for all transformations that if a substitution is a general unifier of the result the same substitution is also a general unifier of the input. This means that the algorithm is sound.

**Completeness**

For the completeness we have to prove for an arbitrary general unifier $\sigma$ of an input set of type term pairs, that $\sigma$ is determined by the algorithm. We do the proof, as we show for each transformation of the algorithm, if $\sigma$ is a general unifier of the set of type terms before a transformation is done, $\sigma$ is also a general unifier of at least one set of type term pairs after the transformation.

Let $\sigma$ be a general unifier of $Eq = \{ \theta_1 \triangleleft \theta'_1, \ldots, \theta_n \triangleleft \theta'_n \}$

**Step one:** For the $reduce^2$ rule, the $erase^3$ rule, and the $swap$ rule it follows directly from the original unification algorithm in [11] that all general unifiers are obtained, as the rules are unchanged.

It is obvious that the $erase^1$ rule and the $reduce^2$ rule obtain all unifiers.

For the $reduce^Up$ rule, the $reduce^UpLow$ rule, and the $reduce^Low$ rule it follows directly from the definition of the subtyping ordering on $ExtType_{TS}(BTV)$ (Def. 4), that they obtain all unifiers, as the following relationships are equivalent $\theta \triangleleft^* \theta'$, $\gamma \theta \triangleleft^* \theta'$, $\theta \triangleleft^? \theta'$, and $\gamma \theta \triangleleft^? \theta'$.

**reduce^1 rule:** If $\sigma$ is a general unifier of $C<\theta_1, \ldots, \theta_n> \triangleleft D<\theta'_1, \ldots, \theta'_n>$ from $C<\alpha_1, \ldots, \alpha_n> \triangleleft^* D<\pi(\alpha_1), \ldots, \pi(\alpha_n)>$ with Def. 1 follows $\sigma(\theta'_i) \in grArg(\sigma(\theta_i))$ for $1 \leq i \leq n$. This means that $\sigma$ is also a general unifier of $\theta_i < \theta'_i$ for $1 \leq i \leq n$.

**reduce^Ext rule:** If $\sigma$ is a general unifier of $X<\theta_1, \ldots, \theta_n> \triangleleft Y<\theta'_1, \ldots, \theta'_n>$ from $\gamma Y<\alpha_1, \ldots, \alpha_n> \in grArg(X<\alpha_1, \ldots, \alpha_n>)$ with Def. 1 follows $\sigma(\theta'_i) \in grArg(\sigma(\theta_i))$ for $1 \leq i \leq n$. This means that $\sigma$ is also a general unifier of $\theta_i < \theta'_i$ for $1 \leq i \leq n$.

**reduce^Sup rule:** If $\sigma$ is a general unifier of $X<\theta_1, \ldots, \theta_n> \triangleleft Y<\theta'_1, \ldots, \theta'_n>$ from $\gamma Y<\alpha_1, \ldots, \alpha_n> \in grArg(X<\alpha_1, \ldots, \alpha_n>)$ with Def. 1 follows $\sigma(\theta_i) \in grArg(\sigma(\theta'_i))$ for $1 \leq i \leq n$. This means that $\sigma$ is also a general unifier of $\theta_i < \theta'_i$ for $1 \leq i \leq n$.

**reduce^Eq rule:** If $\sigma$ is a general unifier of $X<\theta_1, \ldots, \theta_n> \triangleleft Y<\theta'_1, \ldots, \theta'_n>$ with Def. 1 follows $\sigma(\theta_i) = \sigma(\theta'_i)$ for $1 \leq i \leq n$. This means that $\sigma$ is also a general unifier of $\theta_i = \theta'_i$ for $1 \leq i \leq n$.

**adapt rule:** If $\sigma$ is a general unifier of $D<\theta_1, \ldots, \theta_n> \triangleleft D'<\theta'_1, \ldots, \theta'_n>$ from $D<\alpha_1, \ldots, \alpha_n> \triangleleft D'<\pi(\alpha_1), \ldots, \pi(\alpha_n)> \in FC(\leq^*)$ with Def. 1 follows that $\sigma$ is also a general unifier of $D'<\pi(\alpha_1), \ldots, \pi(\alpha_n)>[\alpha_i \mapsto CC(\theta_i)]$ for $1 \leq i \leq n$. This means that $\sigma$ is also a general unifier of $D'<\theta'_1, \ldots, \theta'_n>$.
**adaptExt rule:** If \( \sigma \) is a general unifier of \( D<\theta_1,\ldots,\theta_n> \subseteq D'<\theta'_1,\ldots,\theta'_m> \) from \( D'<\theta'_1,\ldots,\theta'_m> \in \text{grArg}(D<\theta_1,\ldots,\theta_n>) \), then \( \sigma \) is also a general unifier of \( D'<\theta'_1,\ldots,\theta'_m> \) with \( a_i \mapsto CC(\theta_i) \mid 1 \leq i \leq n \).

**adaptSup rule:** If \( \sigma \) is a general unifier of \( D'<\theta'_1,\ldots,\theta'_m> \) from \( ?D<\theta_1,\ldots,\theta_n> \in \text{grArg}(D'<\theta'_1,\ldots,\theta'_m>) \), then \( \sigma \) is also a general unifier of \( D'<\theta'_1,\ldots,\theta'_m> \) with \( a_i \mapsto CC(\theta_i) \mid 1 \leq i \leq n \).

This means that after step one \( \sigma \) is still a general unifier of the transformed set of type term pairs \( Eq \).

**Step two and three:** In these steps the pairs are only filtered. This means that the pairs are unchanged. But this means that \( \sigma \) is also a general unifier after applying the steps.

**Step four:** We have to consider eight different cases:

1. \((a < \theta') \in Eq'_2\): It holds \( \sigma(a) \leq^* \sigma(\theta') \). With Def. 1 follows
   - there is a \((\overline{\theta} \leq^* C<\theta''_1,\ldots,\theta''_n>) \in FC(\theta')\)
   - for \( 1 \leq i \leq n \): there is \( \theta''_i \in \text{grArg}(\theta'_i) \), \( \sigma' = \text{Unify}(C<\theta''_1,\ldots,\theta''_n>,\theta') \), and \( \sigma(\overline{\theta}) = \theta \).
   This means for the pair \((a < \theta') \in Eq'_2\), where \( \sigma \) is a general unifier, there is a set of equations in \( Eq_{\text{set}} \) after the transformation with a pair \((a \equiv \theta)\), where \( \sigma \) is still a general unifier.

2. \((a \leq \theta) \in Eq'_2\): This case is analogous to the first case.

3. \((a \leq \theta, \theta') \in Eq'_2\): It holds \( \sigma(\theta, \theta') \in \text{grArg}(\sigma(a)) \). From this follows by Def. 1 that there is a type term \( \theta' \in \text{smArg}(\theta, \theta') \) and \( \sigma(a) = \sigma(\theta') \).
   This means for the pair \((a \leq \theta, \theta') \in Eq'_2\), where \( \sigma \) is a general unifier, there is a set of equations in \( Eq_{\text{set}} \) after the transformation with a pair \((a \equiv \theta)\), where \( \sigma \) is still a general unifier.

4. \((a \leq \theta) \in Eq'_2\): It is obvious, that a general unifier of \((a \leq \theta)\) is also a general unifier of \((a \equiv \theta)\).

5. \((\theta < a) \in Eq'_2\), \((\theta < a) \in Eq'_2\): The proof of these cases is analogous to the proof of case \((a \leq \theta) \in Eq'_2\).

6. \((\theta \leq a) \in Eq'_2\): The proof of this case is analogous to the proof of case \((a \leq \theta) \in Eq'_2\).

7. \((\theta \leq a) \in Eq'_2\): The proof of this case is analogous to the proof of case \((a \leq \theta) \in Eq'_2\).

As in step four, the Cartesian product of the respective results is built, and there is one set of type term pairs of \( Eq_{\text{set}} \), where \( \sigma \) is still a general unifier.

**Step five:** If \( \sigma \) is a general unifier of \( \{a \equiv \theta\} \), then holds \( \sigma(a[a \mapsto \theta]) = \sigma(\theta) \).

From this follows that for all pairs \((\overline{\theta} \leq \overline{\theta}) \in Eq''_2\), \((\overline{\theta} \leq \overline{\theta}) \in Eq''_2\), and \((\overline{\theta} \equiv \overline{\theta}) \in Eq''_2\),
θ′) ∈ Eq′′, respectively, with σ(θ) ≤∗ σ(θ′) σ(θ′) ∈ grArg(σ(θ)), and
σ(θ) = σ(θ′), respectively, holds σ(θ[a → θ]) ≤∗ σ(θ′[a → θ]), σ(θ′[a → θ]) = σ(θ′[a → θ]), respectively, holds
σ(θ[a → θ]) = σ(θ′[a → θ]), respectively, holds
This means that after step five σ is still a general unifier of the transformed
set of type term pairs Eq′.

**Step six:** As no pair of type terms is transformed, the unifiers are maintained.

**Step seven:** In step seven the pairs of type terms which are in solved form are
filtered. All other sets of pairs of type terms have no unifier, thus all unifiers
are obtained.

We have proved that for an arbitrary given general unifier σ of
\{θ_1 ≺ θ'_1, ..., θ_n ≺ θ'_n\}
σ is calculated by the algorithm. This means that the algorithm is complete.

As step four of the type unification algorithm is the only possibility, where the
number of unifiers are multiplied, we can, according to Lemma 1 and Theorem
1, conclude as follows.

**Corollary 1 (Finitary).** The type unification of Java 5.0 type terms with wild-
cards is finitary.

In Example 6 is shown, how the problem of infinite chains is solved.

**Corollary 2 (Termination).** The type unification algorithm terminates.

Corollary 1 means that the open problem of [5], type unification in TEL, is also
solved by our type unification algorithm. In TEL there are no wildcards. This
means that in the type unification algorithm the differentiation between ≺, ≺?,
and ≺ is unnecessary. Following this, the rules reduceExt, reduceSup, reduceEq,
and reduce2 and the functions smArg and grArg are also unnecessary. Fur-
thermore in the finite closure there are only type terms of the form \(C(a_1, ..., a_n)\)
where the \(a_i\) are type variables, which means that the adapt rules are also unnec-
essary. Finally in TEL in the ordering ≺ for \(θ < θ'\) holds TVar(θ) ⊆ TVar(θ'),
while in Java 5.0 holds TVar(θ') ⊆ TVar(θ). This means that infinite chains in
TEL has lower bounds, while infinite chains in Java 5.0 has upper bounds. Let us
consider again the example from section 3.1. In TEL for List(a) ≺ myLi(a,b)
holds:

\[
\text{List}(a) ≤ \text{myLi}(a,\text{List}(a)) ≤ \text{myLi}(a,\text{myLi}(a,\text{List}(a))) ≤ ...
\]

In contrast in Java 5.0 for myLi(b,a) ≺ List<a> holds:

\[
... ≤^* \text{myLi}<\text{myLi}<\text{List}<a>,a> ≤^* \text{myLi}<\text{List}<a>,a> ≤^* \text{List}<a>
\]

We close with a type unification example in TEL. The corresponding example in
Java 5.0 is given in Example 6.

**Example 7.** Let List(a) < myLi(b,a) and the start configuration
\{List(List(Integer)) ≤ List(x)\}
be given. In the first step the reduce 1 rule is applied: \{List(Integer) < x\}. With the fourth step we get the result:
\{ \{ x \mapsto \text{List}(\text{Integer}) \}, \{ x \mapsto \text{myLi}(b,\text{Integer}) \} \}.

All other infinite numbers of unifiers are instances of these general unifiers (e.g. 
\{ x \mapsto \text{myLi(\text{List(Integer)},\text{Integer})} \} or 
\{ x \mapsto \text{myLi(myList(b,\text{Integer})},\text{Integer}) \}).

4 Conclusion and Outlook

In this paper we presented a unification algorithm, which solves the type unification problem of Java 5.0 type terms with wildcards. Although the Java 5.0 subtyping ordering contains infinite chains, we showed that the type unification is finitary. This means that we solved the open problem from [5].

The Java 5.0 type unification is the base of the Java 5.0 type inference [3], as the usual unification is the base of type inference in functional programming languages.

With the type unification algorithm, which we have presented in this paper, it would be possible to complete the type inference algorithm of TEL [5] respectively to extend the type system of PROTOS-L [8] by allowing explicit subtype relationships between polymorphic type constructors.
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Abstract. The system $cc^\top$ is a tool for testing correspondence between propositional logic programs under the answer-set semantics with respect to different refined notions of program correspondence. The underlying methodology of $cc^\top$ is to reduce a given correspondence problem to the satisfiability problem of quantified propositional logic and to employ extant solvers for the latter language as back-end inference engines. In a previous version of $cc^\top$, the system was designed to test correspondence between programs based on relativised strong equivalence under answer-set projection. Such a setting generalises the standard notion of strong equivalence by taking the alphabet of the context programs as well as the projection of the compared answer sets to a set of designated output atoms into account. This paper outlines a newly added component of $cc^\top$ for testing similarly parameterised correspondence problems based on uniform equivalence.

1 Motivation and General Information

An important issue in software development is to determine whether two encodings of a given problem are equivalent, i.e., whether they yield the same result on a given problem instance. Depending on the context of problem representations, different definitions of “equivalence” are useful and desirable. The system $cc^\top$ \[1\] (short for “correspondence-checking tool”) is devised as a checker for a broad range of different such comparison relations defined between disjunctive logic programs (DLPs) under the answer-set semantics \[2\]. In a previous version of $cc^\top$, the system was designed to test correspondence between logic programs based on relativised strong equivalence under answer-set projection. Such a setting generalises the standard notion of strong equivalence \[3\] by taking the alphabet of the context programs as well as the projection of the compared answer sets to a set of designated output atoms into account \[4\]. The latter feature

* This work was partially supported by the Austrian Science Fund (FWF) under grant P18019. The second author was also supported by the Austrian Federal Ministry of Transport, Innovation, and Technology (BMVIT) and the Austrian Research Promotion Agency (FFG) under grant FIT-IT-810806.
reflects the common use of local (hidden) variables, which may be employed in sub-modules, but which are ignored in the final computation.

In this paper, we outline a newly added component of $\mathcal{C}C\top$ for testing similarly parameterised correspondence problems but generalising uniform equivalence [5]—that is, we deal with a component of $\mathcal{C}C\top$ for testing relativised uniform equivalence under answer-set projection. This recent notion [6] is less restrained than its strong counterpart, along with a slightly lower complexity (provided that the polynomial hierarchy does not collapse). However, in general, it is still outside the feasible computational means of propositional answer-set solvers (again under the proviso that the polynomial hierarchy does not collapse). Yet, like relativised strong equivalence with projection, it can be efficiently reduced to the satisfiability problem of quantified propositional logic, an extension of classical propositional logic characterised by the condition that its sentences, generally referred to as quantified Boolean formulas (QBFs), are permitted to contain quantifications over atomic formulas. The architecture of $\mathcal{C}C\top$ takes advantage of this and uses extant solvers for quantified propositional logic as back-end reasoning engines.

2 Background

Propositional disjunctive logic programs (DLPs) are finite sets of rules of the form

$$a_1 \lor \cdots \lor a_l \leftarrow a_{l+1}, \ldots, a_m, \text{not } a_{m+1}, \ldots, \text{not } a_n,$$

where all $a_i$ are propositional atoms from some fixed universe $U$ and not denotes default negation. A fact is a rule of form (1) with $l = m = n = 1$. For facts, we usually omit the symbol $\leftarrow$.

An interpretation $I$ is a model of a program $P$, denoted by $I \models P$, iff for every rule from $P$ (as defined above), it holds that, whenever $\{a_{l+1}, \ldots, a_m\} \subseteq I$ and $\{a_{m+1}, \ldots, a_n\} \cap I = \emptyset$, then $\{a_1, \ldots, a_l\} \cap I \neq \emptyset$.

Following Gelfond and Lifschitz [2], an interpretation $I$ is an answer set of a program $P$ iff it is a minimal model of the reduct $P^I$, resulting from $P$ by (i) deleting all rules containing default negated atoms not $a$ such that $a \in I$, and (ii) deleting all default negated atoms in the remaining rules. The collection of all answer sets of a program $P$ is denoted by $\text{AS}(P)$.

In order to semantically compare programs, different notions of equivalence have been introduced in the context of the answer-set semantics. Two programs, $P$ and $Q$, are strongly equivalent iff, for any program $R$, $\text{AS}(P \cup R) = \text{AS}(Q \cup R)$; they are uniformly equivalent iff, for any set $F$ of facts, $\text{AS}(P \cup F) = \text{AS}(Q \cup F)$. While strong equivalence is relevant for program optimisation and modular programming in general [7–9], uniform equivalence is useful in the context of hierarchically structured program components, where lower-layered components provide input for higher-layered ones. In abstracting from strong and uniform equivalence, Eiter et al. [4] introduced the notion of a correspondence problem, which allows to specify (i) a context, i.e., a class of programs that can be added to the programs under consideration, and (ii) the comparison relation that has to hold between the answer sets of the extended programs.
Following Eiter et al. [4], we focus here on correspondence problems where the comparison relation enhances the standard subset or set-equality relation by incorporating projection to a given set of atoms. The context, on the other hand, contains all programs that are sets of facts over some set $A$ of atoms, identified with the power set $2^A$ of $A$.

Thus, the concrete formal realisation of relativised uniform equivalence with projection is as follows [6]: Consider a quadruple $I = (P, Q, 2^A, \odot_B)$, where $P, Q$ are programs, $A, B$ are sets of atoms, $\odot \in \{\subseteq, =\}$, and $S \odot_B S'$ stands for $\{I \cap B \mid I \in S\} \odot \{J \cap B \mid J \in S'\}$. $I$ is called a propositional query equivalence problem (PQEP) if $\odot_B$ is given by $=B$, and a propositional query inclusion problem (PQIP) if $\odot_B$ is given by $\subseteq B$. We say that $I$ holds iff, for each $F \in 2^A$, $AS(P \cup F) \odot_B AS(Q \cup F)$. Note that $(P, Q, 2^A, =B)$ holds iff $(P, Q, 2^A, \subseteq B)$ and $(Q, P, 2^A, \subseteq B)$ jointly hold. We also refer to $A$ as the context set and to $B$ as the projection set.

For illustration, consider the programs

\[
\begin{align*}
P &= \{\text{sad} \lor \text{happy} \leftarrow; \text{sappy} \leftarrow \text{sad}, \text{happy}; \text{confused} \leftarrow \text{sappy}\} \quad \text{and} \\
Q &= \{\text{sad} \leftarrow \text{not happy}; \text{happy} \leftarrow \text{not sad}; \text{confused} \leftarrow \text{sad}, \text{happy}\},
\end{align*}
\]

which express some knowledge about the “moods” of a person, where $P$ uses an auxiliary atom $\text{sappy}$. The programs can be seen as queries over a propositional database consisting of facts from, e.g., \{\text{happy, sad}\}. For the output, it would be natural to consider the common intensional atom $\text{confused}$. We thus consider $I = (P, Q, 2^A, =B)$ as a suitable PQEP, specifying $A = \{\text{happy, sad}\}$ and $B = \{\text{confused}\}$. It is a straightforward matter to check that $I$, defined in this way, holds.

3 System Specifics

As pointed out in Section 1, the overall approach of $\text{ccc}^\top$ is to reduce PQEPs and PQIPs to the satisfiability problem of quantified propositional logic and to use extant solvers [10] for the latter language as back-end inference engines for evaluating the resulting formulas. The reductions required for this approach are described by Oetsch et al. [6] but $\text{ccc}^\top$ employs additional optimisations [11]. The overall application framework for $\text{ccc}^\top$ is depicted in Fig. 1. The system takes as input two programs, $P$ and $Q$, and two sets of atoms, $A$ and $B$. Command-line options select between two kinds of reductions, a direct one or an optimised one, and whether the programs are compared as a PQIP or a PQEP. Detailed invocation syntax can be requested with option ‘-h’.

Next, let us turn our attention to the concrete usage of $\text{ccc}^\top$. The syntax of the programs is the basic $\text{DLV}$ syntax. In this syntax, the two programs $P$ and $Q$ from the above example look as follows:

\[
\begin{align*}
P &= \left\{
\begin{array}{l}
\text{sad} \lor \text{happy}.
\text{sappy} \leftarrow \text{sad}, \text{happy}.
\text{confused} \leftarrow \text{sappy}.
\end{array}
\right.
\quad \text{and} \\
Q &= \left\{
\begin{array}{l}
\text{sad} \leftarrow \text{not happy}.
\text{happy} \leftarrow \text{not sad}.
\text{confused} \leftarrow \text{sad}, \text{happy}.
\end{array}
\right.
\end{align*}
\]

Let us assume that the two programs are stored in the files $P.dl$ and $Q.dl$. The two sets $A$ and $B$ from the example are written as comma separated lists within brackets:

\[\text{See http://www.dlvsystem.com/ for details about DLV.}\]
We assume them to be stored in files $A$ and $B$. The concrete invocation syntax for translating the problem $\Pi = (P, Q, 2^A, =_B)$ into a corresponding QBF is

```
ccT -u -e P.dl Q.dl A B
```

where the command-line options ‘-u’ and ‘-e’ evince that we want to check for a notion of uniform equivalence. To check for uniform inclusion, replace ‘-e’ by ‘-i’ or omit the parameter.

The output will be written directly to the standard-output device from where it can serve as input for QBF-solvers. Since $ccT$ does not output QBFs in a specific normal form, for using solvers requiring normal-form QBFs, the additional normaliser qst [12] is employed. Finally, $ccT$ is developed entirely in ANSI C; hence, it is highly portable. The parser for the input data was written using LEX and YACC. Further information about $ccT$ is available at

http://www.kr.tuwien.ac.at/research/systems/ccT/.

Experimental evaluations using different QBF-solvers are reported in a companion paper [11].

4 ccT on Stage

In this section, we give a brief and, for space reasons, rather informal discussion on the application of $ccT$ for verification and debugging needs in the context of a logic programming course at our university. This is not only to make the concept of correspondence checking within a refined framework more tangible, but also to show a concrete application field. As a subtask in this course, the students had to model an air-conditioning system consisting of components for cooling and heating, as well as a valve and a switch element. More specifically, they were given a detailed description of the desired input/output behaviour of the components and the system as a whole, and
they had to develop logic programs that comply with that specification. Without going into details, such a specification could state that the input of, e.g., a heating component consists of an airstream, which can be 0 (air does not float) or 1 (air floats), and has an associated temperature (an integer from a certain range) as well as a control parameter (also an integer) to control the heating power. Analogously to the input airstream, a heater has an output airstream. Now, the specification determines the behaviour of the component with respect to the output airstream conditioned by the input airstream and the control parameter.

A straightforward strategy to verify a student’s solution is the following: (i) write a sample solution that correctly implements the specification, (ii) define test cases, i.e., sets of facts representing the input for a component, and (iii) compare the output of our sample solution against the output of the student’s component. This method, used in previous years and implemented by a more or less simple script, is obviously sound but not complete with respect to detecting potential flaws. Here comes $cc\top$ into the play: this verification problem can be stated as a PQEP, where the context set consist of the atoms that constitute the input and the projection set contains the atoms that represent the output of a component (thus allowing the students an unrestricted use of additional atoms in their programs). Hence, we have a sound and complete method for verification at hand. We employed this approach last winter semester for evaluating the submitted exercises, and it compared favourably to the old method.

Two things were necessary to obtain reasonable run-times for evaluating the QBFs, however: First, we had to restrict the context class, and second, we added additional constraints to the programs to impose some restrictions on the input of the components, like specifying not more than one input value for an airstream temperature. The latter point is also to make the test more fair. Albeit we lose completeness in the sense from above this way, we are able to verify thousands of test cases implicitly with the $cc\top$-approach compared to only 10 to 20 test cases with the old script. Also, a direct comparison of the results between the two test approaches is very encouraging: all errors detected by the script were also detected by the $cc\top$-approach, while 26 (out of 200) components were classified as correct by the script but as non-equivalent to our sample solution by $cc\top$. It is worth mentioning that on the considered problem instances the solver qpro [13] showed, with a median run-time of 2.54 seconds, excellent performance.

5 Conclusion

In this paper, we presented the architecture and system specifics of a new component of the tool $cc\top$ for testing parameterised correspondence problems based on uniform equivalence for disjunctive logic programs under the answer-set semantics. The correspondence problems are efficiently compiled to quantified Boolean formulas for which many solvers have been implemented. As related work, we mention the system DLPEQ [14] for deciding ordinary equivalence, which is based on a reduction to logic programs, and the system SELP [15] for checking strong equivalence, which is based

---

$^4$ The programs under consideration are not propositional, i.e., they contain variables. Nevertheless, the domain, i.e., the set of constants that can occur in the programs, is finite, and such programs can always be treated as shorthands for the respective propositional programs.
on a reduction to classical logic quite in the spirit of our implementation approach. We successfully applied cc⊤ for the verification of students’ programs obtained from a laboratory course on logic programming at our university. Future work includes extending our methods to non-ground logic programs, which are important in practical applications.
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**Abstract.** Answer-set programming (ASP) is an emerging logic-programming paradigm that strictly separates the description of a problem from its solving methods. Despite its semantic elegance, ASP suffers from a lack of support for program developers. In particular, tools are needed that help engineers in detecting erroneous parts of their programs. Unlike in other areas of logic programming, applying tracing techniques for debugging logic programs under the answer-set semantics seems rather unnatural, since employing imperative solving algorithms would undermine the declarative flavour of ASP. In this paper, we present the system spock, a debugging support tool for answer-set programs making use of ASP itself. The implemented techniques maintain the declarative nature of ASP within the debugging process and are independent of the actual computation of answer sets.

1 General Information

Answer-set programming (ASP) [1] has become an important logic-programming paradigm for declarative problem solving, incorporating fundamental concepts of non-monotonic reasoning. A major reason why ASP has not yet found a more widespread popularity as a problem-solving technique, however, is its lack of suitable engineering tools for developing programs. In particular, realising tools for debugging answer-set programs is a clearly recognised issue in the ASP community, and several approaches in this direction have been proposed in recent years [2–5].

From a theoretical point of view, the nonmonotonicity of answer-set programs is an aggravating factor for detecting sources of errors, since every rule of a program might significantly influence the resulting answer sets. On the other hand, applying tracing techniques for debugging logic programs under the answer-set semantics seems rather unnatural, since employing imperative solving algorithms would undermine the declarative flavour of ASP.

* This work was partially supported by the Austrian Science Fund (FWF) under project P18019.
In this paper, we discuss the main features of the system spock [6], which supports developers of answer-set programs in locating errors in their programs by exploiting the declarative nature of ASP itself, but being independent of specific ASP solvers. The name “spock” makes reference to the fact that detecting errors is done by means of logic, just like the popular Vulcan of Star Trek fame.

The theoretical background of the implemented methods was introduced in previous work [5], exploiting and extending a tagging technique as used by Delgrande et al. [7] for compiling ordered logic programs into standard ones. In our approach, a program to debug, $\Pi$, is augmented with dedicated meta-atoms, called tags, serving two purposes: Firstly, they allow for controlling and manipulating the applicability of rules, and secondly, tags occurring in the answer sets of the extended program reflect various properties of $\Pi$. Our tool implements the tagging process and further related translations for a program $\Pi$ to debug, allowing for an extrapolation of non-existing answer sets in combination with explanations why an interpretation is not an answer set of $\Pi$.

For illustration of the debugging questions addressed, consider the problem of inviting guests to a party when it is known that some of them would appear only if certain others do or do not attend the festivity. An instance of such a setting is encoded in program $\Pi_{inv}$, where each atom represents the appearing of a potential party visitor:

\begin{align*}
  r_1 &= jim \leftarrow uhura, & r_4 &= chekov \leftarrow not\ bones, \\
  r_2 &= jim \leftarrow not\ chekov, & r_5 &= bones \leftarrow jim, \\
  r_3 &= uhura \leftarrow chekov, not\ scotty, & r_6 &= scotty \leftarrow not\ uhura.
\end{align*}

This program has two answer sets, viz., $\{chekov, scotty\}$ and $\{bones, jim, scotty\}$. Assume that Sulu, the programmer, is quite perplexed by this result, wondering why there is a scenario where only Chekov and Scotty, who merely have a neutral relation to each other rather than a friendship, attend. On the other hand, he is astonished as there is no possibility such that Uhura and Jim can jointly be invited. With the help of the tool spock, reasons for such mismatches between the expected and the actual semantics of a program can be found.

2 Background

2.1 Answer-Set Programs

A (normal) logic program (over an alphabet $A$) is a finite set of rules of the form

\[ a \leftarrow b_1, \ldots, b_m, not\ c_1, \ldots, not\ c_n, \]

where $a$ and $b_i, c_j \in A$ are atoms, for $0 \leq i \leq m$, $0 \leq j \leq n$. A literal is an atom $a$ or its negation $not\ a$. For a rule $r$ as in (1), let $head(r) = a$ be the head of $r$ and $body(r) = \{b_1, \ldots, b_m, not\ c_1, \ldots, not\ c_n\}$ the body of $r$. Furthermore, we define $body^+(r) = \{b_1, \ldots, b_m\}$ and $body^-(r) = \{c_1, \ldots, c_n\}$. For a logic program $\Pi$, a set $X$ of atoms is an answer set of $\Pi$ iff $X$ is a minimal model of $\{head(r) \leftarrow body^+(r) \mid r \in \Pi, body^-(r) \cap X = \emptyset\}$. For uniformity, we assume that any integrity constraint $\leftarrow body(r)$ is expressed as a rule $w \leftarrow body(r), not\ w$, where $w$ is a globally new atom. Moreover,
we allow nested expressions of form not not a, where a is some atom, in the body of rules. Such rules are identified with normal rules in which not not a is replaced by not a*, where a* is a globally new atom, together with an additional rule a* ← not a.

2.2 Tagging-Based Debugging

In what follows, we sketch the theoretical principles underlying our system spec. For a more detailed discussion, we refer to Brain et al. [5]. The main idea of tagging is to split the head from the body, for each rule in a program, and thereby to intervene into the applicability of rules. After this division, tags are installed for triggering rules. This way, the formation of answer sets can be controlled, and tags in the answer sets of the transformed (or tagged) program reflect inherent properties of the original program.

Technically, a program Π II (over alphabet A) to debug is rewritten into a program TK[I1] over an extended alphabet A+. Let Π be a logic program over A and consider a bijection n, assigning to each rule r over A a unique name nr. Then, the program TK[I1] over A+ consists of the following rules, for r ∈ Π, b ∈ body+(r), and c ∈ body−(r):

\[
\begin{align*}
\text{head}(r) & \leftarrow \text{ap}(nr), \text{not} \text{ ko}(nr), \\
\text{ap}(nr) & \leftarrow \text{ok}(nr), \text{body}(r), \\
\text{bl}(nr) & \leftarrow \text{ok}(nr), \text{not} b, \\
\text{bl}(nr) & \leftarrow \text{ok}(nr), \text{not} \text{ not} c, \\
\text{ok}(nr) & \leftarrow \text{not} \text{KO}(nr).
\end{align*}
\]

The tags ap(nr) and bl(nr) express whether a rule r is applicable or blocked, respectively, while the control tags ko(nr), ok(nr), and KO(nr) are used for manipulating the application of r. Intuitively, the rules of Π are split into rules of forms (2) and (3), separating the applicability of a rule from the actual occurrence of the respective rule head in an interpretation. Analogously, rules of forms (4) and (5) elicit which rules are blocked. Tags stating whether rule r is applicable or blocked are only derived if ok(nr) holds, which is by default the case, as expressed by rules of form (6).

We call TK[I1] the *kernel tagging* of Π, since it serves as a basic submodule for more enhanced programs facilitating certain debugging requests. One such extension scenario is the extrapolation of non-existing answer sets of a program Π over A. Using further translations, Tp, TC, and TL [5], the occurrence of abnormality tags, abp(nr), abc(a), and abl(a), respectively, in an answer set X+ of the transformed program provides information why an interpretation X = X+ ∩ A is not an answer set of Π. Here, we make use of the Lin-Zhao theorem [8], which qualifies answer sets as models of the completion [9] and the loop formulas of a program. In particular, the program-oriented abnormality tag abp(nr) indicates that rule r is applicable but not satisfied with respect to an interpretation. The completion-oriented abnormality tag abc(a) signals that a is in the considered interpretation but all rules having a as head are blocked. Finally, the presence of a loop-oriented abnormality tag abl(a) indicates that the derivation of atom a might recursively depend on a itself and, therefore, violate the minimality criterion for answer sets. Note that all transformations used are polynomial in the size of the input program and can be constructed for all programs under consideration, even for programs without answer sets.
3 System

spock is a command-line oriented tool, written in Java 5.0 and published under the GNU general public license [10]. It is publicly available at

http://www.kr.tuwien.ac.at/research/debug

as a jar-package including binaries and sources.

The data flow for all transformations is depicted by Fig. 1. First, the input program is parsed and represented in an internal data structure. Then, the actual program transformation is performed, as specified by command-line arguments.

The tagging technique uses labels to refer to individual rules. Therefore, we allow the programmer to add labels to the rules of the program to debug. As this requires an extension of the program syntax, spock offers an interface to dlv [11] and lparse/smodels [12] for computing answer sets of labelled programs.

For illustration of the debugging process, reconsider program $\Pi_{inv}$, having the answer sets $X_1 = \{\text{chekov, scotty}\}$ and $X_2 = \{\text{bones, jim, scotty}\}$, and assume that it is stored in file FILE. The kernel tagging $T_k[\Pi_{inv}]$ is then obtained by the call

```
java -jar spock.jar -k FILE
```

By piping the result of the command to an answer-set solver, we obtain the answer sets

$X_1^+ = X_1 \cup \{\text{ap}(n_r_1), \text{ap}(n_r_2), \text{bl}(n_r_3), \text{bl}(n_r_4), \text{bl}(n_r_5)\} \cup \text{OK}$ and

$X_2^+ = X_2 \cup \{\text{ap}(n_r_2), \text{ap}(n_r_3), \text{bl}(n_r_1), \text{bl}(n_r_3), \text{bl}(n_r_4)\} \cup \text{OK},$

where $\text{OK} = \{\text{ok}(n_r_1), \text{ok}(n_r_2), \text{ok}(n_r_3), \text{ok}(n_r_4)\}$, extending $X_1$ and $X_2$ by information about the applicability of rules. E.g., the presence of $\text{ap}(n_r_4)$ in $X_1^+$ indicates that rule $r_4$ is applicable with respect to $X_1$, and hence chekov $\in X_1$ but bones $\notin X_1$, while $\text{bl}(n_r_3) \in X_1^+$ indicates that $r_3$ is blocked with respect to $X_1$. This is because scotty $\in X_1$.

The flags `-expo`, `-exco`, and `-exlo` activate the extrapolation translations $T_P$, $T_C$, and $T_L$, respectively. Instead of using all three flags simultaneously, setting
-ex' produces the union of the resulting programs. Furthermore, in order to restrict
the scope of transformation $T_P$ to a subprogram $II'$ (respectively, translations $T_C$, $T_L$
to sets $A_C$, $A_L$ of atoms), the names of the considered rules (respectively, atoms) can be explicitly stated in a comma-separated list following the -exrules=' (resp., -exatomsC=' and -exatomsL=') flag. Finally, spock allows for computing only abnormality-minimum answer sets by means of dlv-specific weak constraints. The flags -minab', -minap', -minabc' or -minabl' make spock output weak constraints for minimising all abnormality tags, program-oriented abnormality tags, completion-oriented abnormality tags, or loop-oriented abnormality tags, respectively.

As for our example, recall that Sulu wanted to know why there is no chance for
Uhura and Jim to attend the same party. Therefore, we add the constraints ← not uhura
and ← not jim to $Π_{inv}$. Let file FILE2 contain the overall program, which does not
have answer sets. The (optimal) answer sets of the tagged program obtained by the call

```
java -jar spock.jar -k -ex -exrules=r1,r2,r3,r4,r5,r6
            -minab FILE2
```

projected to the atoms occurring in $Π_{inv}$ and the abnormality tags, are given by
$
\{ab_{v}(chekov), bones, chekov, jim, uhura\}, \{ab_{v}(uhura), bones, jim, uhura\}, \text{and}
\{ab_{p}(n_5), chekov, jim, uhura\}$, indicating that $\{bones, chekov, jim, uhura\}$ is not an
answer set of $Π_{inv}$ because atom chekov is not supported. Likewise, uhura is not sup-
ported with respect to $\{bones, jim, uhura\}$. Finally, $\{chekov, jim, uhura\}$ is not an
answer set as it does not satisfy rule $r_5$.

4 Discussion and Related Work

In this paper, we presented spock, a prototype implementation of a debugging sup-
port tool for answer-set programs. The implemented methodology relies on theoretical
results of previous work [5] and is based on the idea that programs to be debugged
are translated into other programs having answer sets that offer debugging-relevant in-
formation about the original programs. After an initial kernel transformation, we get
insight into the applicability of rules with respect to individual answer sets. In a further
step, the system allows for identifying causes why interpretations are not answer sets.
Here, spock distinguishes between abnormalities due to missing or spare atoms, or
atoms whose presence in an interpretation is self-caused. In order to restrict the amount
of information returned to the programmer, standard ASP optimisation techniques can
be used to focus on interpretations with a minimal number of abnormalities. In addition
to the tagging technique described here, spock also supports another approach towards
debugging answer-set programs based on meta-programming [13, 14]. Future work in-
cludes the integration of further aspects of the translation approach and the design of a
graphical user interface to ease the use of the features spock provides.

Implementations of related techniques include smdebug [3], a prototype debugger
focusing on odd-cycle-free inconsistent programs. The system is designed to find mini-
mal sets of constraints, restoring consistency when removed from a program. Brain and
De Vos [2] present the system IDEAS, implementing two query algorithms addressing
the questions why a set of literals is true with respect to some or false with respect to
all answer sets of a program. Both algorithms are procedural and similar to the ones used in ASP solvers, suggesting that an approach using program-level transformations would be more practical. Pontelli and Son [4] developed a preliminary implementation for their adoption of so-called justifications [15, 16] to the problem of debugging answer-set programs. Their system returns visual output in form of graphs explaining why atoms are (not) present in an answer set.
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